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ABSTRACT

Comparison is made between model and full-scale predictions of long-term wave-induced bending moment trends for two ships, the S.S. WOLVERINE STATE and the S.S. CALIFORNIA BEAR.

For predicting such statistical trends of wave bending moment from model tests two basic types of required data are discussed:

a. Wave data from different levels of sea severity, along with relationships between wave heights and wind speeds.

b. Model response amplitude operators as a function of ship loading condition, speed and heading.

Available wave data in different ocean areas are first reviewed. The determination of the wave bending moment responses, and the expansion to full-scale are then shown and discussed.

Comparison of predicted long-term trends with extrapolated full-scale results shows good agreement for the WOLVERINE STATE in the North Atlantic and fair results for the CALIFORNIA BEAR in the North Pacific. The inferiority of the latter is probably due to less refined definition of the sea in this ocean area.

It is concluded that success in using the prediction method presented is a function of the quality of sea data available for the particular service in question.
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INTRODUCTION

A previous report under the current project (1)* dealt with the analysis of ship stress data and the extrapolation of long-term statistical trends. It showed several techniques can be applied to this problem and indicated that a sound basis for predicting loads on similar future ships can be derived. Another report now in preparation (2) attempts to compare and evaluate these extrapolation techniques and to reach definite conclusions.

Meanwhile, however, it has been recognized that the above techniques cannot provide a basis for the design of ships of different or unusual type for which statistical stress data are not available. As pointed out in an earlier paper (3), a proven method of predicting long-term trends from model test results and ocean wave data would be of great value in establishing standards for new ship designs. Such a procedure has been presented (4), and predicted trends for the Wolverine State were shown to agree quite well with the analysis of full-scale stress data (3).

The use of model tests to predict the behavior of ships in a seaway is not new to the naval architect. Ship resistance, propulsion, motions and other parameters can be evaluated in a towing tank by simulating the relevant conditions. However, the comparison of full-scale performance under real sea conditions with simulated model results requires either elaborate instrumentation for full-scale trials or, alternatively, a lengthy procedure of statistical data collection and reduction. The principal approach used in the present project is to make comparisons on a statistical basis, although some limited direct comparisons were made in cases in which wave records were obtained. See Appendix C.

It is helpful here to refer to Fig. 1 from (1), a plot of full-scale ship stress data, which can be interpreted in terms of bending moment, in relation to sea severity — as grossly measured by wind velocity or Beaufort No. Each dot represents the rms peak-to-trough stress in a 20-minute sample record taken every four hours, i.e., a short-term record that is assumed to be representative of a four-hour interval; a fair curve can be drawn through the average rms values. The first step in the prediction of long-term trends from model results is to predict such an average curve. Another part of the prediction problem is to estimate the standard deviation of these estimated rms values.

As pointed out in (3), a ship in service encounters many different sea conditions in any one voyage, and many more in a year of operation. If we are to predict a long-term bending moment distribution, we need to determine the ship response to many different sea conditions. Hence, we must obtain average or typical spectra representing sea conditions of

*Numbers in parentheses refer to references listed at the end of this report.
different levels of severity. A spectrum describes the sea by defining the many regular wave components that combine to form the visible wave pattern.

The response of a ship to an irregular sea is described by its response spectrum, which can be predicted by a technique presented some years ago by St. Denis and Pearson (5). This method has been confirmed experimentally (6) and has proved to be very versatile. It involves the assumption that a ship's response to a seaway can be obtained by the linear superposition of its responses to all of the wave components. Using model test results in regular waves, together with the appropriate sea spectrum, this leads to a response spectrum that provides a complete description in statistical terms of the ship's response to that particular sea. Thus the bending moment response can be determined by calculation for any number of representative sea conditions. Computational procedures have been developed at Weil Institute and elsewhere for the determination of wave-induced bending moment at any speed, heading or ship loading for which regular wave model test data are available and for which the sea spectrum is known.

To estimate the standard deviation of bending moment in any given level of sea severity, it is necessary to extend the response calculations to obtain response spectra over a range of sea spectra, all having the same significant wave height. Finally, knowing the relative frequency of occurrence of each sea condition, the weighted long-term bending moment probability distribution can then be obtained, as described later in this report.

For purposes of prediction from model results it is more satisfactory to use wave height than wind speed as a basis for classifying sea spectra, although full-scale data are often referred to wind (Fig. 1). It has been found that a normal distribution of rms bending moment is still applicable, but the standard deviation will be less than when wind is used as a basis (4). In Appendix A it is shown how a prediction of average and standard deviation of rms bending moment vs. significant wave height can be transformed to bending moment vs. wind speed if desired for comparison with full-scale.

It is the purpose of this report to describe in greater detail the technique of predicting long-term trends from model test response data in regular waves and to present a comparison with full-scale data for two different ships on different routes: the S.S. Wolverine State in the North Atlantic, as previously reported (3), and the S.S. California Bear in the North Pacific.

The basic information required for the prediction of statistical trends of wave bending moment is:

1. Wave data for different levels of sea severity, along with relationships between wave and wind data.

2. Response Amplitude Operators for wave-induced bending moment, as a function of ship loading condition, ship speed and ship heading.

Each of these items will be discussed in turn, after which results for the two ships will be presented.
Description of the Sea

Experience gained in analyzing short-term records (20 min.) indicates that the statistical behavior of the surface of the sea can be regarded as a Gaussian stationary random process. The sea can be described as a sum of a large number of linearly superimposed elementary sine waves of different frequencies, amplitudes and directions, with random phase angles (5). A typical spectrum is a plot of wave energy $S_\omega$ against wave frequency, $\omega$. It gives an indication of the relative importance (or squared amplitude) of all of the many wave components present in the seaway. Thus one spectrum is sufficient to describe the statistical characteristics of the sea at any one point and time. Since actual sea spectra have a variety of shapes, it is difficult to describe them by simple formulas. However, the use of a spectral family in equation form will be discussed later on.

Another important property of a sea spectrum is that it defines important visible characteristics of the seaway. "Significant wave height" means the average of the one-third highest crest-to-trough wave heights in a record. The average apparent wave period $T_1$ is defined as the average of the time between successive wave crests, and the average zero-crossing period $T$ as the average of the time between successive zero up-crossings. Assuming a sufficiently narrow spectrum, it can be shown (5) that a Rayleigh distribution applies to wave heights, and the significant height, $H_{1/3}$, the average apparent period $T_1$, and the average zero-crossing period $T$ are all functions of the area and moments of the spectrum. Thus,

$$H_{1/3} = 4\sqrt{m_0}$$

$$T = 2\pi \sqrt{m_0/m_2}$$

$$T_1 = 2\pi \sqrt{m_2/m_3}$$

where $m_0$ is the area under the spectrum. The moments, $m_1$ and $m_2$, can be defined generally in terms of the $n$th moment $m_n$ of the spectrum as follows:

$$m_n = \int_0^\infty \omega^n S_\omega(\omega) d\omega$$

It should be noted that, regardless of the applicability of a Rayleigh distribution to peak-to-trough wave heights, the variance $\sigma^2$ of the wave surface (sum of the squares of equally spaced points on a record) is also equal to the area $m_0$ under the spectrum. Hence, in the Rayleigh case,

$$H_{1/3} = 4\sqrt{m_0} = 4\sigma$$

where $\sigma$ is the standard deviation (square root of variance) of the record.
The assumed Rayleigh distribution for the crest-to-trough heights, \( H \),
of a short-term wave record can be conveniently expressed in terms of signific-
ant wave height, \( H_{1/3} \). Thus:

\[
P(H) = 1 - \exp \left[ -2 \left( \frac{H}{H_{1/3}} \right)^2 \right]
\]

As previously noted, "short term" means a period of time which is short enough
so that the sea can be described as a stationary, random process, i.e., its
statistical properties remain unchanged.

On the basis of the assumed narrow-band process, it can be shown on the
basis of (7) that the highest expected value of \( H \) in \( N \) cycles is:

\[
H_{\text{max}} = H_{1/3} \sqrt{\ln N} / 8
\]

where \( \ln N \) is the natural logarithm of \( N \) (or \( \log N \)).

After considerable investigation at Webb Institute some time ago, it was
decided that for certain types of calculations the "log-slope" spectrum form
should be applied, particularly for the response calculations of geometrically
similar ships. The log-slope form of spectrum can be obtained as fol-
lows:

\[
S_{\zeta}^\prime (\log \omega) = \frac{S_{\zeta} (\log \omega)}{(L_w/2\pi)^2} = \frac{2\omega^2}{g^2} \quad S_{\zeta} (\log \omega) = \frac{2 \omega}{g^2} S_{\zeta} (\omega) \tag{1}
\]

where \( S_{\zeta}^\prime (\log \omega) \) is the log-slope spectrum ordinate (non-dimensional),

\( S_{\zeta} (\log \omega) \) is an energy spectrum ordinate when plotted against \( \log \omega \),

\( S_{\zeta} (\omega) \) is an energy spectrum ordinate when plotted against \( \omega \), ft. -sec,

\( \omega \) is the circular frequency expressed in radians,

\( L_w \) is wave length, ft.

Further explanation is given in standard references (8).

In order to convert published spectra given in (9) to this form the
following relationships apply:

\[
S_{\zeta}^\prime (\log \omega) \equiv \frac{\omega^5}{(L_w/2\pi)^2} \frac{180}{\pi} \times \text{CORR. FT.} \quad S_{\zeta} (\omega) \equiv \frac{2\pi H}{180}, \quad \text{where } H \text{ is the "lag number" i.e., spectral abscissa.}
\]
Table I gives the values of $\omega$, $T$, and $L_w$ corresponding to different values of $\log_\omega \omega$.

<table>
<thead>
<tr>
<th>$\log_\omega \omega$</th>
<th>$1/\cos 2\alpha$</th>
<th>$T$ (sec)</th>
<th>$T^2$ (sec)$^2$</th>
<th>$L_w$ (ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.2215</td>
<td>5.144</td>
<td>6.461</td>
<td>135.6</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1092</td>
<td>5.685</td>
<td>32.319</td>
<td>145.6</td>
</tr>
<tr>
<td>0</td>
<td>1.0000</td>
<td>6.283</td>
<td>39.476</td>
<td>202.2</td>
</tr>
<tr>
<td>-0.1</td>
<td>.9041</td>
<td>6.950</td>
<td>48.402</td>
<td>247.4</td>
</tr>
<tr>
<td>-0.2</td>
<td>.8199</td>
<td>7.673</td>
<td>58.873</td>
<td>301.6</td>
</tr>
<tr>
<td>-0.3</td>
<td>.7408</td>
<td>8.482</td>
<td>72.954</td>
<td>368.6</td>
</tr>
<tr>
<td>-0.4</td>
<td>.6703</td>
<td>9.374</td>
<td>87.972</td>
<td>450.1</td>
</tr>
<tr>
<td>-0.5</td>
<td>.6065</td>
<td>10.360</td>
<td>107.37</td>
<td>549.9</td>
</tr>
<tr>
<td>-0.6</td>
<td>.5488</td>
<td>11.440</td>
<td>121.08</td>
<td>670.2</td>
</tr>
<tr>
<td>-0.7</td>
<td>.4986</td>
<td>12.652</td>
<td>160.07</td>
<td>820.0</td>
</tr>
<tr>
<td>-0.8</td>
<td>.4513</td>
<td>13.994</td>
<td>195.15</td>
<td>1003.8</td>
</tr>
<tr>
<td>-0.9</td>
<td>.4066</td>
<td>15.552</td>
<td>238.80</td>
<td>1222.4</td>
</tr>
<tr>
<td>-1.0</td>
<td>.3679</td>
<td>17.078</td>
<td>291.36</td>
<td>1494.2</td>
</tr>
<tr>
<td>-1.1</td>
<td>.3339</td>
<td>18.634</td>
<td>356.23</td>
<td>1825.0</td>
</tr>
<tr>
<td>-1.2</td>
<td>.3012</td>
<td>20.160</td>
<td>435.14</td>
<td>2229.2</td>
</tr>
<tr>
<td>-1.3</td>
<td>.2723</td>
<td>23.058</td>
<td>531.57</td>
<td>2727.7</td>
</tr>
<tr>
<td>-1.4</td>
<td>.2468</td>
<td>25.579</td>
<td>649.10</td>
<td>3325.7</td>
</tr>
<tr>
<td>-1.5</td>
<td>.2233</td>
<td>28.363</td>
<td>793.15</td>
<td>4063.3</td>
</tr>
<tr>
<td>-1.6</td>
<td>.2019</td>
<td>31.120</td>
<td>986.45</td>
<td>4961.4</td>
</tr>
</tbody>
</table>

$w = 2\pi f = \frac{2\pi}{T}$

$L_w = \frac{\omega^2}{2\pi} = 3.123 \text{ ft}$

Information regarding ocean waves and winds at various localities around the world is rather spotty. The North Atlantic Ocean, due to its importance as a trade route and its reputation for severe storms, has been the subject of more extensive investigation than any other region. It was therefore possible to make use of spectra obtained from actual wave records in the North Atlantic on which to superimpose model data in the case of the Wolverine State (3).

However, wave information regarding the North Pacific is limited to visual observations of wave heights and periods. In order to predict the performance of a ship in the Pacific it is therefore necessary to make use of spectral formulations selected to match the observed data. Both approaches were tried in this study for the Wolverine State in the North Atlantic, since it was assumed that, if correlation between the two methods was satisfactory there, the observed wave data for the North Pacific could then be used for predicting trends in that ocean.
Compilations of Spectra

The most desirable form of wave data is collected spectra obtained from actual wave records. The best collection of spectra is that derived at New York University (9) from records obtained by the National Institute of Oceanography (Great Britain) from wave records taken on weather ships in the North Atlantic. To predict a ship's response to the wide range of conditions to be found at sea, it is convenient to classify or subdivide sea spectra into several contiguous ranges of significant wave height \( H_{1/3} \).

A typical family of six curves obtained from New York University data (9) is shown in Fig. 2. From the total population of 460 spectra, 10 sample spectra were randomly chosen for each of four groups having significant wave heights of 10, 20, 30, and 40 \( \pm 5 \) feet. The ten sample spectra having the 30-foot significant wave height are shown in Fig. 3 in log-slope form, a form that was described previously.

In addition, a number of very severe sea records were obtained from the National Institute of Oceanography (Great Britain) and were analyzed by Pierson. From these the 12 most severe were used to obtain a fifth group to supplement the above four. The average significant wave height of these severe spectra was 46.2 feet. Thus a total of five groups classified by average significant wave height was obtained based on an actual sample of 52 spectra. Figure 4 shows the complete family of average sea spectra in log-slope form (3).

For applications of probability theory we need more than typical average spectra; we need information on their variability. This is provided by using all the individual spectra randomly selected to obtain the average (such as Fig. 3). It will be shown later that the standard deviation of bending moment in each sea condition can be determined by calculation of bending moment response to all the spectra corresponding to that wave height.

Observed Wave Data

The second form in which ocean wave data are available is in tabulations giving the frequency of occurrence of different combinations of \( H_w \) and \( T_w \) values for different ocean areas, where \( H_w \) and \( T_w \) are the visual average wave height and period, in ft. and sec., respectively. The most comprehensive collection of such data is given in (10), where data for 50 ocean areas are tabulated for different seasons and different wave directions for a range of wave periods varying roughly from 6.0 sec. to 22.5 sec. over ten increments. Data are based on almost two million sets of observations reported from ships at sea over a period of eight years. The reports are estimates of wave characteristics as seen by untrained observers on board. The data are subdivided into three monthly periods representing the typical four seasons for each defined zone.

Unfortunately, data are not given in (10) for the North Pacific. However, limited Pacific data are given by the ISSC (11) and more extensive data by Yamanouchi (12). In these sources three tables are given for each zone: i.e., period vs height, direction vs. height and direction vs period. This form of tabulation is essentially "open ended,"
Fig. 2. Comparison of Moskowitz and ISSC Spectra

Fig. 3. Sample of the Ten Wave Spectra Used to Obtain the 30-ft. Significant Wave Height Spectrum

Fig. 4. Family of Sea Spectra Based on Wave Height
i.e. for the highest category the average values of $h_v$ and $T_v$ can only be estimated at the user's discretion.

Table II illustrates a typical summary for the sea zone (North Pacific) as given by Panos (12), averaged over all directions for an entire year. Fig. 5 gives two histograms of wave heights based on ISSC data (11) for Area A in the North Atlantic and Area 3 in the North Pacific, covering all wave directions and periods for a year. Reasonably good agreement between these oceans is shown.

In order to use such data for our purpose, it is necessary to select suitable spectra to correspond to the tabulated values of $h_v$ and $T_v$. The spectrum formulation most generally used is in the general form presented by Pierson (13):

$$S_z(\omega) = \frac{A}{\omega^5} \exp \left[ -\frac{B}{\omega^4} \right]$$  \hspace{1cm} [2]

where $S_z(\omega)$ is the energy spectrum ordinate, $\omega$ the wave frequency, and $A$ and $B$ are constants.

![Fig. 5. Histograms of Wave Heights for All Year, All Directions, All Periods on North Atlantic Compared to ISSC Data](image)

Table II. Typical North Pacific Wave Data (12) in Terms of Frequency of Occurrence, %

| Wave Height (m) | Total | 0 - 5.1 | 5.2 - 10 | 10.1 - 15 | 15.1 - 20 | 20.1 - 25 | 25.1 - 30 | 30.1 - 35 | 35.1 - 40 | 40.1 - 45 | 45.1 - 50 | 50.1 - 55 | 55.1 - 60 | 60.1 - 65 | 65.1 - 70 | 70.1 - 75 | 75.1 - 80 | 80.1 - 85 | 85.1 - 90 | 90.1 - 95 | 95.1 - 100 |
|----------------|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| $h_v$ (m)     |       | 110     | 100     | 90      | 80      | 70      | 60      | 50      | 40      | 30      | 20      | 10      | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       |
| Number of Cases | 100   | 90      | 80      | 70      | 60      | 50      | 40      | 30      | 20      | 10      | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       | 0       |

...
The 11th ITTC recommended as an interim standard a formulation based on equation [2] in which \( A = 8.1 \times 10^3 \) and \( B = 33.56/\mu^2/1/3 \), the single parameter being significant wave height, \( H_{1/3} \).

It can be shown that for the above values of \( A \) and \( B \), the average period (from zero crossings) is,

\[
\bar{T} = 1.96 \frac{H_{1/3}}{3}
\]

Thus not only is the shape of any spectrum fixed but also the relationship between the significant wave height and the average period. Hence, this simple one-parameter formulation is not satisfactory here, although it can be used for other purposes.

A form of the Pierson-Moskowitz spectrum involving the two-parameters \( H_{1/3} \) and average period is more suitable for our purpose, and several such formulations have been proposed by various writers, usually expressed in non-dimensional form. The formulation adopted here is that derived by the ISSC (11) from Equation [2]. It was assumed that \( H_V = H_{1/3} \) and \( 1/T_V \) is equated to the first moment of the spectrum,

\[
S_\zeta(\omega) = \frac{11}{14} \left( \frac{H_V}{T_V} \right) \left( \frac{\omega}{2\pi} \right)^2 \exp \left\{ -\frac{2.44}{T_V \left( \frac{\omega}{2\pi} \right)^2} \right\}
\]

where \( S_\zeta(\omega) \) is the energy spectrum ordinate in ft.\(^2\)-sec.

It may be seen that a single spectrum can be selected to correspond to any given values of \( H_V \) and \( T_V \). (Some studies suggest that the relationships are not really so simple). A typical family of six curves is given in Fig. 6 in the form \( S_\zeta(\omega)/H_V^2 \). Since the spectral ordinate is proportional to \( H_V^2 \), the curves at different periods (one for each \( T_V \)) represent an array of infinite number of spectra depending on the number of wave height groups selected.

Alternatively, the ISSC spectra in "log-slope" form are given in Fig. 7, where a spectral ordinate is given by \( S_\zeta(\log_\omega)H_V^2 \), and,

\[
S_\zeta(\log_\omega) = \frac{347.9}{2} \left( \frac{1/\mu}{2\pi} \right)^2 \exp \left\{ \frac{686}{T_V \left( \frac{\omega}{2\pi} \right)^2} \right\}
\]

The abscissa of Fig. 7 is \( \log_\omega \omega \).
It may be noted that some aspects of ship performance at sea -- such as motion amplitudes, added power, or probability of shipping water -- can be predicted more simply than a long-term distribution of bending moment. It is customary in such cases to define a number of different sea conditions by using a spectrum formulation such as [2]. After ship responses are calculated in each spectrum, a weighting function can be applied giving the assumed percentage of time that each condition will occur in service. Hence, average performance can be predicted for typical service conditions. However, since such a procedure does not consider the scatter of response in each sea condition (i.e. standard deviation) it does not permit the prediction of the probability of exceeding high values of quantities such as bending moment.
Short-crestedness

The sea spectra given in publications such as (8) are point spectra and represent irregular seas as observed at a fixed point with no indication of the spread in direction of the component waves. However, for reliable predictions of bending moments from model data, it has been found (14) that the short-crestedness of actual ocean wave patterns resulting from the different directions of the various components must be taken into account. British wave buoy records (15) confirm an earlier stereo photographic study (16) indicating that an angular distribution of wave energy proportional to the square of the cosine of the angle between the component wave and the dominant wave direction is a good approximation. Hence, the short-crested spectrum can be obtained by multiplying the point spectrum by a spreading function

\[ 2 \cos^2 \frac{\mu_W}{\pi}, \text{ where } \mu_W \text{ is the direction of a wave component relative to the direction of the wind. } \]

It has been suggested that the exponent of the cosine should have some other value than 2, and that the value should vary with frequency. A general formulation was most recently recommended by the 12th ITTC of the spectrum with spreading function:

\[
S_{\zeta}(\omega, \mu_W) = \frac{k}{\pi} \cos^n \mu_W S_{\zeta}(\omega) \\
-\frac{\pi}{2} < \mu_W < \frac{\pi}{2}
\]

However, at present there is believed to be insufficient evidence to justify departing from the simple cosine squared relationship. Hence,

\[
S_{\zeta}(\log_e \omega, \mu_W) = \frac{2}{\pi} \cos^2 \mu_W S_{\zeta}(\log_e \omega) \quad [5]
\]

The total energy in all components of the directional spectrum is the same as the total energy in the point spectrum because

\[
\int_{-\frac{\pi}{2}}^{+\frac{\pi}{2}} \frac{2}{\pi} \cos^2 \mu_W \, d\mu_W = 1
\]

Wave Height Vs. Wind Speed Relationship

As previously noted, predictions of bending moment from model tests can best be based on wave height as the sea state parameter, whereas full-scale data are usually classified by Beaufort number. Hence, a relationship between wind speed and wave height must be determined.

Several relationships between wave height and wind speed are commonly given for open ocean conditions. However, care must be taken to distinguish
A simpler wind-wave relationship adopted by the British Towing Tank Panel has also been shown in Fig. 8. It is a straight line defined by the formula:

\[ H_{1/3} = aU + b \]  \hspace{1cm} [6]

where \( H_{1/3} \) is the significant wave height, \( U \) is the wind speed in knots and \( a \) and \( b \) are constants. This relationship can be regarded as a rough approximation of the Moskovitz random line, but it is somewhat lower in both the low and high wind ranges.

Another relationship is that given by Poll (18) on the basis of observed wave heights. There is some doubt, however, whether the "observed wave height" corresponds to the "significant wave height" as used in the previously discussed cases. Furthermore, Poll's curve has to be extrapolated beyond Beaufort 10 due to lack of high sea data. A modified curve has therefore been suggested by Hogben based on his relationship between observed height \( H_{OBS} \) and significant height as follows:

\[ H_{1/3} = 4.1 + 0.89 \times H_{OBS} \]  \hspace{1cm} [7]

However, the modified Poll curve still seems low compared to other suggested lines. The standard deviation as given by Poll is also shown in Fig. 8.

A recent addition to the family of curves is that given by Scott (19) which closely fits the formula:

\[ H_{1/3} = 0.08U^{3/2} + 5 \]  \hspace{1cm} [8]

He found that this formula fits the Pierson-Moskowitz observations of wave height for winds from 15 to 55 knots with standard error of 6 ft.
Results obtained from the Tucker wave meter on board the Wolverine State for two typical North Atlantic voyages (west and eastbound) are presented in Fig. 4C, Appendix C. The wave height recorded (significant) is plotted against wind speed for a total of 93 twenty-minute records, and the average curve representing this relationship is shown. Also illustrated are values obtained by Roll from observed wave height, corrected to significant wave height using the above Equation [7]. Reasonably good agreement prevails for the range of wave height adequately documented by actual measurements, indicating consistency between Tucker meter results and corrected Roll results.

However, it should be noted that all the above relationships were derived from data collected in the North Atlantic. It is unreasonable to assume that in the North Pacific these relationships are necessarily the same. The only available source of such information regarding the Pacific is Yamanouchi (12). The data are based on 100,000 observations collected from various untrained observers over a period of four years. Fig. 9 illustrates the Yamanouchi wind vs. wave height relationship for the North Pacific and Roll for the North Atlantic redrawn from Fig. 8. The standard deviations are also given for both curves in Fig. 10. The Yamanouchi curve (Fig. 9) was corrected to give significant wave height rather than observed height using Equation [7]. It is readily observed that the Yamanouchi curve is rather low in comparison to Moskowitz and is even lower than Roll's curve which, however, was derived in a similar manner from visual observations.
Fig. 9. Relationship Between Significant Wave Height and Wind Speed from Various Sources.

Although the Moskowitz random line was selected for use in the previous analysis (3) there is now reason to believe that the Roll relationship may be more suitable. Detailed comparison between the Yamanouchi and the Roll curves and the standard deviations is given in Table III.

Table III. Wind Speed vs. Wave Height Relationships Derived from Roll (18) and Yamanouchi (12)

<table>
<thead>
<tr>
<th>Beaufort</th>
<th>Average Wind Speed</th>
<th>Significant Wave Height Roll</th>
<th>Significant Wave Height Yamanouchi</th>
<th>Standard Deviation Roll</th>
<th>Standard Deviation Yamanouchi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 4 2</td>
<td>3.5</td>
<td>7.4</td>
<td>6.4</td>
<td>2.62</td>
<td>2.00</td>
</tr>
<tr>
<td>3 4 4</td>
<td>11.0</td>
<td>8.5</td>
<td>8.1</td>
<td>2.76</td>
<td>2.70</td>
</tr>
<tr>
<td>5 6 6</td>
<td>21.0</td>
<td>11.2</td>
<td>10.7</td>
<td>3.67</td>
<td>3.65</td>
</tr>
<tr>
<td>7 8 8</td>
<td>33.5</td>
<td>14.6</td>
<td>14.4</td>
<td>5.33</td>
<td>5.65</td>
</tr>
<tr>
<td>9 10 10</td>
<td>45.0</td>
<td>23.9</td>
<td>19.0</td>
<td>7.46</td>
<td>7.46</td>
</tr>
<tr>
<td>11 12 12</td>
<td>55.5</td>
<td>35.0</td>
<td>24.3</td>
<td>8.79</td>
<td>8.20</td>
</tr>
</tbody>
</table>

All wave heights are significant values (average of highest one-third), as derived from the observed values given in Refs. (18) and (12) according to Hughe (10) as follows:

\[ H_{1/3} = 4.1 + 0.89 u \]  

**RESPONSE AMPLITUDE OPERATORS (RAO's)**

Experimentally determined RAO's for the Wolverine State and the California Bear at seven different headings of 0°, 30°, 60°, 90°, 120°, 150° and 180° were obtained from model tests in regular waves at the Davidson Laboratory (20) (21).

These data were presented in plots of \( M/L \), Vertical Bending Moment (\( M \)) over Wave Amplitude (\( L \)), against ship speed for a range of \( L/L \).
ratios, Wave Length ($L_W$) over Ship Length (L), of 0.2 to 2.0 and speeds of 8–22 knots.

The results for the Wolverine State are given for a mean draft of 19.3 ft., simulating an average load condition of the ship on the North Atlantic route, as well as for the 30 ft. even keel fully loaded condition (not actually attained in service).

The California Bear too was tested at two loading conditions, at mean drafts of 24.625 ft. and 20.9 ft., representing average loading conditions on the westbound and eastbound voyages, respectively, across the North Pacific. Cross plots of $M/\zeta$ against $L_W^{(\text{eff})}/L$ were made for ship speeds of 8 and 16 knots for the Wolverine State and 14 and 21 knots for the California Bear, where $L_W^{(\text{eff})} = L_W / \cos \theta_W$, $\theta_W$ being the heading angle relative to wave direction. This form of cross plot was adopted because the R.A.O. curves for the various headings should all peak at approximately $L_W^{(\text{eff})}/L = 1$, and this enables fairing to be more easily accomplished.

The R.A.O.'s were then transposed from $M/\zeta$ to a non-dimensional form (7):

$$
Y^* = \left( \frac{H_e}{L} \right)^2 \left( \frac{M/\zeta}{L/L/2/2/L} \right)^2
$$

where $H_e/L$ is the non-dimensional bending moment coefficient, $2\pi \zeta / L$ is the maximum wave slope, and $(c \rho g L^2 B C_W)$ is the conventional quasi-static bending moment per unit wave height, with $C_W$ the waterplane coefficient and $c$ a coefficient obtained from Swaan (22).

$H_e$ is the effective wave height, defined as the height of a trochoidal wave whose length is equal to that of the ship, which by conventional static bending moment calculations (Smith effect excluded) gives a bending moment (hog or sag) equal to that experienced by the ship in an irregular sea. Hence, by the above definition,

$$
H_e/L = \frac{\text{BM}}{2\rho g L^3 B C_W}
$$

In this case, the irregular sea B.M. is the rms peak-to-trough value. It is possible to convert $H_e/L$ to bending moment, or to a non-dimensional coefficient, $\mu$, where

$$
\mu = \frac{\text{BM}}{2\rho g L^3 B C_W} = \left( \frac{H_e/L}{c C_W} \right)
$$
The values of $c$ and $C_w$ for the **Wolverine State** and the **California Bear** are given below:

<table>
<thead>
<tr>
<th></th>
<th>$c$</th>
<th>$C_w$</th>
<th>$cC_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wolverine State</td>
<td>.01955</td>
<td>.752</td>
<td>.01470</td>
</tr>
<tr>
<td>California Bear</td>
<td>.01899</td>
<td>.724</td>
<td>.01375</td>
</tr>
</tbody>
</table>

The R.A.O.'s were plotted against $\log_e \omega$ as shown in Figs. 12-17 for all conditions and two speeds each, where

$$\log_e \omega = \log_e \frac{2 \pi \sqrt{g/L}}{L_{\text{eff}}/L} = \log_e \frac{.61872}{L_{\text{eff}}/L}$$

[10]

Since model test results did not cover the very long wave lengths encountered in severe storms at sea, the R.A.O. curves were extrapolated by fairing to the quasi-static values obtained from Swaan (22). The static bending moment $M_w$ as given by Swaan is:

$$M_w = \rho g \bar{h} h L^2 m_w$$

where $\bar{h}$ is wave amplitude and $m_w$ is Swaan's static bending moment coefficient ($2cC_w$ in the previous notation). In the case of the **California Bear**, $m_w = .02716$ (22), and hence for $L_w/L = 1.0$ and $2\bar{h} = L/20$,

$$M_w = 216,000 \text{ ft.-tons}$$

The corresponding figure obtained from the Davidson Laboratory model tests (21) was 152,000 ft.-tons. The latter result includes effects associated with model motions and forward speed, and therefore, it is lower, as expected. However, the static values obtained from Swaan were very helpful in showing trends for fairing the RAO curves, especially in extrapolating to the longer wave lengths for which no experimental data were available. Fig. 11 shows curves obtained by first calculating static bending moments for the **California Bear** on the basis of (22) and then applying a dynamic factor. This factor was simply the ratio of model/static bending moment at $L_w/L = 1.5$.

Comparing the R.A.O.'s of the **Wolverine State** and **California Bear** it will be noted that the former are much smoother and more regular than the latter. This is partly due to the fact that the **Wolverine State** data were faired, whereas the **California Bear** data were not. Since the calculation of ship response is a summing up process, it should make little difference whether input data are faired or not. It should also be noticed that the vertical scale of the **California Bear** response is given in terms of the
Fig. 11. Adjusted "Swaan Curves" for CALIFORNIA BEAR, Static Wave Bending Moment

Fig. 12. Bending Moment Response Amplitude Operators, S.S. WOLVERINE STATE, 8 Knots Speed, from Model Tests (20)

Fig. 13. Bending Moment Response Amplitude Operators, S.S. WOLVERINE STATE, 16 Knots Speed from Model Tests (20)
square of non-dimensional response instead of the first power, as in Figs. 12 and 13 for the Wolverine State. However, a more important difference is that the California Bear model results showed a distinctly two-peaked characteristic not found in the other ship. This may represent simply a difference between the two hulls or be the result of a more thorough set of model tests with more data points in the case of the latter ship. (Double peaked curves are discussed in (23)).

The R.A.O.'s for both ships were then read off the plotted curves (Figs. 12-17) at 19 values of log $\omega$ between the values of $+0.2$ to $-1.6$ at increments of 0.1 for the seven headings investigated. The 19 values read for each heading constitute the entire model information which was used as input to a computer program, along with wave spectrum data, to give the mean response and its standard deviation at different levels of wave height.

---

**Fig. 14.** Bending Moment Response Amplitude Operators, S.S. CALIFORNIA BEAR, 14 Knots Speed, Light Draft from Model Tests (20)

**Fig. 15.** Bending Moment Response Amplitude Operators, S.S. CALIFORNIA BEAR, 21 Knots Speed, Light Draft from Model Tests (20)
The prediction of wave-induced bending moments on ships operating in realistic short-crested irregular seas can now be accomplished by the principle of superposition (26) in which R.A.O.'s from model test results and the short-crested sea spectra discussed above are combined. In each case the products of points on a wave spectrum component curve and the corresponding R.A.O. curve at the same log $\omega$ and the same heading angle give points on the bending moment response spectrum component curve.

Calculations of the response spectrum component curves and the integration of these curves over a spread of ±90° from the dominant wave direction, to give the integrated response spectrum curve, were carried out by electronic computer. The response spectrum curves are useful mainly in terms of the areas which they enclose, because these can be interpreted statistically.
Hence, the computer program performs the integrations:

\[ R = \int_{\mu} \int_{\omega} S_c(\log_2 \omega, \mu, \omega) \int \frac{H_e/L}{(\log_2 \omega)} \, d\mu, \, d\omega \]  \[ 11 \]

or \[ R = \int \text{Angle} \int \text{Freq.} \int \text{Point Sea} \int \text{Spectrum} \int \text{Spreading} \int \text{RAO} \int \text{Function} \int \text{Wave} \int \text{d(Freq.)} \]

where \( R \) = mean square ship response

\[ = 2 \times \text{variance} = 2 \times \sigma^2 \]

Or the root-mean-square (r.m.s.) response is,

\[ \sqrt{R} = \sqrt{2} \sigma \]

\[ = \sqrt{2} \times (\text{r.m.s. of record}) \]

Therefore, if a record corresponding to the spectrum were available, the r.m.s. value (root-mean-square of equal time-spaced \( H_e \) values) would be,

\[ \sigma = \sqrt{R/2} \]

The "r.m.s. of record" is a fundamental statistical quantity associated with the physical phenomenon, and from it "r.m.s. peak-to-trough," generally referred to as \( \sqrt{E} \), can be estimated. If the narrow-spectrum assumption can be assumed to apply, \( E = 2\sqrt{2} \sigma \).

Since ship bending moments are usually quoted as hogging or sagging, then "r.m.s. peak-to-mean" is one-half as great, or r.m.s. \( H_e/L \) (hog or sag = \( \sqrt{2} \) \( \sigma \).

In this report, bending moment data for irregular sea conditions are usually plotted in terms of r.m.s. peak-to-mean \( H_e/L \) (hog or sag). However, in some cases the r.m.s. of record, \( \sigma \) is used and hence -- in order to avoid confusion -- the lower case \( h_e/L \) symbol is then used.

The above relationships between the r.m.s. of the record \( \sigma \) and the r.m.s. peak-to-trough or peak-to-mean are correct, as noted, for narrow-band type of spectrum. Ideally, for this type the above relationship will be correct, i.e.:

\[ \sigma = \frac{\sqrt{E}}{2\sqrt{2}} \]  \[ 12 \]

However, for the other extreme condition representing a very wide frequency spectrum (white noise) the peaks of a record will be best represented by a normal distribution. In this case the relationship will be:

\[ \sigma = \frac{\sqrt{E}}{2} \]
It is evident that in reality some intermediate relationship will usually be appropriate, given by:

\[ \sigma = \sqrt{E} \frac{1}{2\sqrt{2 - \varepsilon^2}} \]  

[13]

where \( \varepsilon \) represents the type of spectrum with \( \varepsilon = 0 \) for the narrow and \( \varepsilon = 1 \) for the wide type. An estimate of \( \varepsilon \) can be obtained from the ratio of zero crossings to peaks and troughs. It has been found that a ship bending moment spectrum is almost always narrower than the corresponding wave spectrum, and hence it is generally satisfactory to use Equation [12].

The computer printout gives values of "r.m.s. of record," \( h/L \), for each of seven headings -- 0°, 30°, 60°, 90°, 120°, 150° and 180° -- and for each of the spectra in each wave group at one speed; e.g., if one significant wave height group is composed of 10 sample spectra then the output of the program would consist of 10 r.m.s. values for the 180° heading, 10 for 150° heading, etc., giving a total of 70 r.m.s. values.

The mean r.m.s. of record and standard deviation of \( h/L \) values were then calculated for each heading. (The larger the number of spectra available in each group, of course, the better the estimate of standard deviation). Initially the standard deviation \( s \) was calculated as follows:

\[ s = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2} \]  

[14]

However, it is statistically preferable to use

\[ s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2} \]  

[15]

where \( s \) is the estimator of the standard deviation. It should be noted that if we wish to investigate the confidence interval for standard deviation we use \( s^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2 \). The fact that \( n \) is used here, rather than \( n-1 \) as above, becomes academic because in the investigation the denominator cancels out.

After study of the Wolverine State log data, it was concluded that there was equal likelihood that the ship could be at any heading. Therefore, the overall averages of the means and standard deviations could be calculated by equal weighting of results for all headings, i.e.,

Average mean r.m.s. of record is the arithmetic average of \( \sigma \) for all headings.

Average standard deviation, \( s \), is obtained from (see Appendix B):

\[ s^2 = \frac{1}{n} \sum_{i=1}^{n} \left( s_i^2 + \bar{m}_i^2 \right) - \frac{1}{m} \sum_{i=1}^{m} \left( m_i \right)^2 \]  

[16]
where
\[ s_2 = \text{average standard deviation of bending moment in relation to wave height}, \]
\[ s_1 = \text{standard deviation of r.m.s. for one heading}, \]
\[ m_1 = \text{mean of r.m.s. for one heading}, \]
\[ n = \text{number of headings}. \]

These calculations were also computerized, and the average means and average standard deviations of r.m.s. of record were obtained for each of the wave groups.

Fig. 18 illustrates the results obtained for the Wolverine State in the North Atlantic using the H-family of spectra of Fig. 4. The results are given for the 8- and 16-knot ship speeds in terms of the r.m.s. of record, \( h_e /L \), and standard deviations.

A similar relationship to that given in Fig. 18 for model tests was obtained from full-scale analysis of stress and wave height data based on a typical voyage across the Atlantic (east and westbound), Fig. 8C in Appendix C illustrates the relationship between significant wave height and the r.m.s. of record, \( h_e /L \), for both model and full-scale. Mean and standard deviation are given for both cases. Although the range covered by the full-scale results is limited in terms of the maximum wave height encountered on this particular voyage, the agreement in the range shown is very good. The method used to obtain the full-scale relationship is given in Appendix C.

As previously explained, random samples of sea spectra were not available for the North Pacific ocean. Hence, spectral formulations based on different values of \( H_v \) and \( T_v \) had to be used. Generally for each of six values of \( H_v \) there are six values of \( T_v \) and hence six spectra having a known probability of occurrence (instead of random spectra of equal probability). The calculation of mean r.m.s. response and standard deviation then involves the following relationship, applicable within any one band of \( H_v \) values:

\[
s_2 = \sqrt{\frac{1}{n} \sum (X_i - \bar{X})^2 \cdot P(T_v)}
\]

where \( P(T_v) = \frac{\text{Percentage occurrence of each } T_v}{\text{Percentage occurrence of all } T_v \text{ values}} \)

As will be discussed later, the California Bear operated over a much wider range of drafts than the Wolverine State, and model basin results showed considerable variation in bending moment with draft. Hence, Fig. 19 gives the California Bear results in terms of \( h_e /L \) (r.m.s. of record) for both drafts at which model tests were run, as well as for both speeds.

Results for the California Bear are also given in Fig. 20 in terms of \( h_e /L \), the r.m.s. of record, for one average draft. The results shown here
Fig. 18. Predicted Trend of Bending Moment and Standard Deviation for WOLVERINE STATE

Fig. 19. Predicted Trend of Bending Moment for CALIFORNIA BEAR at Deep and Light Drafts

Fig. 20. Predicted Trend of Bending Moment at Average Draft, S.S. CALIFORNIA BEAR (Δ = 14,420 tons)
were interpolated to represent the average full-scale loading condition, \( \Delta = 14,420 \) tons. (It should be noted that the results are not for the average model loading condition). The curves for the two speeds were blended into one curve on the assumption that the ship speed will be reduced as the wave height increases.

Since it was desired to compare the Wolverine State in the North Atlantic with the California Bear in the North Pacific, it was necessary to obtain a comparison of the two methods previously discussed. This could be done for the North Atlantic, since \( H_v \) and \( T_v \) data are available from I.S.S.C.(11) and N.P.L.(10) that are similar to those by Yamanouchi (12) in the Pacific. Accordingly, the responses of the Wolverine State were calculated from these data and compared with previous results, as shown in Fig. 18.

Fig. 21 illustrates the results obtained for the Wolverine State in the North Atlantic using the alternative wave data. The H-family results shown in Fig. 18 were redrawn along with results of calculations using data published by the I.S.S.C. giving the frequency of occurrence of \( T_v \) in each \( H_v \). The I.S.S.C. spectral formulation was also used. The agreement between the two mean curves is excellent up to a 30-ft. wave height, but there is considerable difference in standard deviation in the higher waves (20-30 ft.). This suggests that using \( H_v \) and \( T_v \) data exaggerates the standard deviation of bending moment. A further comparison will be given in the next section where predicted values are compared with full-scale results on a Beaufort No. basis.

In the case of the I.S.S.C. data, all values greater than 8 meters or 26.00 ft. wave height (and greater than 15 sec. wave period) are classed in one open-ended band. Although data for the highest band have been plotted at 30 ft., separate calculations prepared from Fig. 5 indicate 32.48 ft. as the mid-point of this band. However, it is clearly an estimate, and the exact value cannot be determined accurately. In order to estimate the error involved with a wrong choice of upper limit of wave height, a series of calculations was run using the Wolverine State and the California Bear data in the North Atlantic and North Pacific varying the mean wave height and period values for the upper-most band. The results showed that the open-ended nature of the wave data information can only affect the bending moment curve at the highest wave height and has no effect on the curve up to that point. It will be shown later, under discussion of the long-term curve, that due to the small frequency of occurrence of such wave heights the effect of an error in the upper bound on the long-term prediction is very small.

**EXTRACTION OF MODEL DATA TO FULL-SCALE**

The predicted trends of bending moment vs. wave height are not directly comparable with full-scale data. In order to test model predictions against full-scale data, the trends predicted on the basis of significant wave height must be converted to trends with Beaufort No. The relationships between wind and wave height (Figs. 8 and 9) were discussed in a previous section and can be applied here. The wind-wave relationship originally used for the Wolverine State in the North Atlantic (3) was the Voskowitz-ITTC curve shown in Fig. 9. However, the Yamanouchi curve for the North Pacific is seen to be much lower. It
Comparative Study of Effect of Three Spectrum Formulations in Predicted Bending Trends, S.S. WOLVERINE STATE in North Atlantic

hardly seems reasonable to expect such a large difference to exist between the two oceans. A more reasonable explanation would be that the differences result from differences in the way the data were obtained. Accordingly, Roll's data obtained from visual observations on weather ships (rather than from actual spectra) would appear to be more directly comparable to Yamanouchi's results, obtained by untrained observers.

However, in addition to a general trend of wind vs. wave height it is necessary to know the variability associated with this trend. Hence, standard deviations of wave height were computed from Pierson-Moskowitz wave spectra (9) and the Roll data (18). In the case of Yamanouchi's data, the standard deviation of observed data had already been calculated and plotted (12). See Fig. 10.

Though a rather simple graphical relationship between wave height and wind speed can be used for converting the r.m.s. values from one scale to another, a more sophisticated approach is required to change the standard deviations predicted from model tests on the basis of wave height to the corresponding values on the basis of wind speed, which is essential for the long-term predictions. No matter whether data are classified on the basis of wind velocity or significant wave height, considerable variations from the average wave bending moment or stress can be expected for individual cases in any one weather group. When classified by wind speed, the sea spectra can vary greatly in both shape and area depending on the stage of development of the sea and the presence or absence of swell. On the other hand, classifying by wave height limits the variation to spectrum shape only. It is therefore expected that there will be a larger standard deviation of both wave height and bending moment when classifying on a wind scale basis. This was shown by Compton (25).

The relationship between variance of bending moment on a wind speed basis to that on a wave height basis has been dealt with by E. G. U. Band at Webb Institute, and Appendix A summarizes the preferred approach to this problem. The method is based on the assumption of a uniform linear normal distribution, where the distribution of data is uniform along one axis and normal along the other axis in reference to a mean line. A dif-

![Fig. 21. Comparative Study of Effect of Three Spectrum Formulations in Predicted Bending Trends, S.S. WOLVERINE STATE in North Atlantic](image-url)
Different approach was also considered whereby it was assumed that the data were normally distributed along both the vertical and horizontal axis about a single mean data point. The first method appears preferable here.

On the basis of the first assumption, Appendix A gives a simple relationship among the variances of the three quantities: wind velocity, wave height (significant) and wave bending moment. The following expression permits the model predictions to be related to wind conditions,

\[ S_1^2 = S_2^2 + \tan^2 \theta \left( S_3^2 - \frac{\Delta H^2}{12} \right) \]

where

- \( S_1^2 \) = variance of ship response relative to wind as a continuous function (non-dimensional).
- \( S_2^2 \) = variance of ship response relative to wave height within a weather group (non-dimensional).
- \( S_3^2 \) = variance of wave height relative to wind (sq. ft.)
- \( \tan \theta \) = slope of average curve of ship response (r.m.s. values) vs. significant wave height (l/ft.)
- \( \Delta H \) = increment of width of weather group.

\( S_2 \) is obtained from model data analysis and is plotted in Figs. 18 and 19; \( S_3 \) must be obtained from published wave and wind observations. As more data become available from oceanographic studies, the values can perhaps be refined and related to specific ocean areas and seasons.

The standard deviation of bending moment within a weather group is obviously dependent on the range assigned to the group, and the wider the range the greater the standard deviation will be because of changes in the mean value within the range. In the limiting case of infinitesimal widths a continuous function will result. The following relationship between the variance \( S_2 \) within a weather group and the variance \( S_2 \) if it is a continuous function is given in Appendix A.

\[ \overline{S_2}^2 - S_2^2 = \tan^2 \theta \frac{\Delta H^2}{12} \]

This relationship permits one to correct the variance or standard deviation obtained by grouping the data to the value which applies to a continuous function, or vice versa.

Using the above relationships the standard deviations of r.m.s. bending moments were calculated for the Beaufort No. basis, and then were corrected to apply to a continuous function instead of a series of groups.
The predicted values of r.m.s. bending moment coefficient and standard deviation for both Wolverine State and California Bear are plotted vs. wind speed in Figs. 22, 23 and 24. Some extrapolation was necessary above Beaufort 10, indicating the possible need for more sea spectral data for very severe weather conditions. However, it will be shown later that the effect of different assumptions regarding trends above Beaufort 10 is negligible, since such weather occurs rarely. Table IV illustrates the step by step calculation for the California Bear average draft condition. The increase in the magnitude of standard deviation on the basis of wind speed as compared to that with wave height is substantial.

A summary of the mean and standard deviation of the r.m.s. bending moment coefficient, \( C_{\text{bend}} \), for the two ships at the appropriate speeds is given in Table V. The means are those obtained for each wave height group assuming equal probability of all headings, while the standard deviation is the corrected value as obtained after conversion to the basis of wind speed rather than wave height. The wind speed is given in the table also.

![Fig. 22. Predicted and Full-Scale Bending Moment Trends, S.S. WOLVERINE STATE in North Atlantic](image)

![Fig. 23. Predicted Trend of Bending Moment Standard Deviations, S.S. WOLVERINE STATE in North Atlantic](image)
Fig. 24. Predicted and Full-Scale Bending Moment Trends, S.S. CALIFORNIA BEAR in North Pacific

The mean $H_s/L$ and the standard deviation shown in Table V and in Figs. 22, 23, and 24 are given in terms of $\sqrt{\sigma}$, the root-mean-square ship bending moment response, and can be converted to peak-to-trough root-mean-square stress, $\sqrt{\sigma}$, by multiplying by the appropriate factors for each ship as derived in (1).

Examining the curves of Fig. 22 for the Wolverine State in more detail, it will be observed that there are three different model-based predictions using different wind and wave data. Fig. 18 was used as a basis for the calculation in all cases, with speed taken to be 8 or 16 knots, depending on wave height. The different assumptions may be summarized as follows:

Table IV. Sample Conversion of Standard Deviation of $H_s/L$ from Wave Height to Wind Speed Basis

<table>
<thead>
<tr>
<th>Wave Height $H_s$, Feet</th>
<th>Wind Speed $V$, Knots</th>
<th>Std. Dev. $H_s/L$ vs $V$</th>
<th>Std. Dev. $\sqrt{\sigma}$ vs $V$</th>
<th>Std. Dev. $\sqrt{\sigma}$ vs $H_s/L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4</td>
<td>6.5</td>
<td>0.002415</td>
<td>4.32</td>
<td>0.002159</td>
</tr>
<tr>
<td>12.3</td>
<td>26.9</td>
<td>0.002061</td>
<td>4.49</td>
<td>0.002014</td>
</tr>
<tr>
<td>17.2</td>
<td>42.4</td>
<td>0.001801</td>
<td>5.71</td>
<td>0.001618</td>
</tr>
<tr>
<td>22.0</td>
<td>59.6</td>
<td>0.001300</td>
<td>6.38</td>
<td>0.001300</td>
</tr>
</tbody>
</table>

NOTES:
1. From Fig. 9, Yamazaki Curve.
2. From computer printout calculations in HNC spectra, Fig. 20.
3. Slope of mean curve, Fig. 20.
4. From Fig. 10, Yamazaki Curve.
Table V. Summary of Mean $H_s/L$ and Standard Deviations from Model Tests

All $H_s/L$ and std. deviations are $\sqrt{m}$ values, i.e., r.m.s. $\times \sqrt{m}$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Spectral Family</th>
<th>Wind-wave Relationship and Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Selected from Pierson-Moskowitz (9) (17)</td>
<td>Moskowitz random (17)</td>
</tr>
<tr>
<td>2</td>
<td>Selected from Pierson-Moskowitz (9) (17)</td>
<td>Roll, modified (18)</td>
</tr>
<tr>
<td>3</td>
<td>ISSC formula (19)</td>
<td>Roll, modified</td>
</tr>
</tbody>
</table>

The first case is essentially the same as that previously published (3) and is believed to be basically sound — because of the good data available for the North Atlantic. It will be noted that the agreement of both means and standard deviations (Figs. 22 & 23) with full-scale results for Case 1 is excellent.

Case 2 shows that using the Roll wave-wind relationship results in a definite under-estimate of both mean bending moment and standard deviation. However, using the ISSC spectral family (Case 3) — as would be necessary in the Pacific — reduces the error of the mean at high wind speeds and increases the standard deviation. It will be shown in the next section how the long-term distributions compare for all of these cases.

Turning to Fig. 24, the procedure used for the California Bear in the Pacific is analogous to Case 3 for the Wolverine State (ISSC formula and Yamanouchi wind-wave relation). Average data for two model drafts were used, and speed was assumed in accordance with wave height. It is surprising to find that mean and standard deviations of bending moment are estimated with better accuracy here by this method than for the Wolverine State.
Fig. 25. Predicted Bending Moment Trends at Two Displacements, S.S. CALIFORNIA BEAR, North Pacific

Hence, it can be concluded that the Roll wind vs. wave height relationship for the Wolverine State and the Yamanouchi wind-wave relationship for the California Bear yield reasonable agreement between model and full-scale. Curves such as those in Figs. 22 and 24 were referred to in previous publications (1) as the "limited short-term curves" and are the essential source of information for the derivation, along with the required weather distribution, of the long-term curves.

As indicated earlier, observation of full-scale and model results obtained from the California Bear showed substantial differences in bending moment response between the deep and light draft conditions. Hence, some further consideration of the effect of draft seemed necessary. Fig. 19 illustrates the model results for the deep and light loading conditions at two speeds. From the above four curves two curves were obtained, one for each loading condition at an assumed speed varying in relation to the severity of the sea. Upon conversion to wind speed the two response curves are shown in Fig. 25 in terms of $H/L$ vs. wind speed. Similar trends were observed from the full-scale results where the westbound conditions associated with the deep draft, or a displacement of 16,840 tons, and the eastbound conditions ($\Delta = 12,000$) were found to yield substantially different results.

Hence, it was of interest to make model predictions for east and westbound voyages separately. It should be noted that the condition equivalent to the light draft ($\Delta = 12,000$) case could not be reproduced in the model tank due to the model's own weight and the minimum weight condition achieved was equivalent to 13,900 tons displacement. Hence, in order to compare the full-scale eastbound conditions with model tests, a simple linear extrapolation was performed as follows:

$$h_e \frac{L(\Delta = 13,900) - 13,900}{16,840 - 13,900} \left[ h_e \frac{L(16,840)}{16,840} - h_e \frac{L(13,900)}{13,900} \right]$$

The above extrapolation was performed at each Beaufort No. and the results are given in Table VI.
Table VI. $h_e/L$ Bending Moment (x 10^3) RMS and Standard Deviation S.S. CALIFORNIA BEAR

<table>
<thead>
<tr>
<th>Wind Speed</th>
<th>Wave Height</th>
<th>Crest Factor</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMS</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-16</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
<tr>
<td>13.58</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
<tr>
<td>17.90</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
<tr>
<td>17.97</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
<tr>
<td>22.96</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
<tr>
<td>27.42</td>
<td>31.1</td>
<td>0.92</td>
<td>0.40</td>
<td>0.41</td>
<td>0.63</td>
<td>1.47</td>
<td>1.47</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Fig. 26 shows the model predicted bending moment $h_e/L$ and standard deviation for the westbound and eastbound conditions (Table VI) along with ship results as obtained from full-scale analysis (3). It is evident that the considerable difference between full-scale results for east and westbound voyages is roughly predicted from model tests on the basis of differences in draft.

Comparing the mean curves first it may be seen that model predictions overestimate bending moments somewhat at lower wind speeds both east and westbound -- but especially westbound. Furthermore, the upward trend of the predictions is much less steep than full-scale. However, in the range of 30 - 45 knots the magnitudes are satisfactory. The magnitude of the predicted standard deviations is quite good westbound, but somewhat high eastbound at higher wind speeds. It should, be pointed out, however, that when the mean draft was used as a basis for comparison, as shown in Fig. 24, the agreement between model prediction and full-scale results was much better. The less satisfactory results for east and westbound separately could be due to the reduction in the statistical sample size of the full-scale data as a result of the separation of west and eastbound voyages.

Fig. 26. Predicted Bending Moment Trends, S.S. CALIFORNIA BEAR, North Pacific, Model & Full Scale, East and Westbound Crossings Separated
All in all, one would expect less accurate long-term predictions by the method that had to be used in the Pacific than by the method used in the North Atlantic where better wave data were available.

**LONG-TERM PREDICTIONS**

We can now determine the long-term distribution of bending moment for any weather group — and hence for all weather — if we make the same two assumptions as in the extrapolation of wind stress data:

1. Actual peak-to-trough values of bending moment over the short-term are Rayleigh distributed.

2. Short-term r.m.s. values for any wave height are normally distributed.

The problem for each weather group then is simply the integration of a large number of hypothetical Rayleigh distributions, each of which is identified and determined by its r.m.s. value, when the r.m.s. values are themselves normally distributed with known standard deviation. The procedure is exactly the same as that used in the extrapolation of full-scale stress data (1)(3) and yields a cumulative distribution for each weather group.

The final step in the prediction is to make a weighted integration of the above curves for individual weather groups on the basis of the frequency of occurrence of the different weather conditions. A computer program was prepared at Webb and used for both model and full-scale data (listings are given in Appendix B), and the results of the predictions are given in Figs. 27 to 29. Fig. 27 shows the long-term curves for the **Wolverine State** as originally predicted (3) and as recalculated using Roll wind-wave data. It may be seen that simply substituting Roll wind-wave relations (previously referred to as Case 2) leads to a slightly lower trend than the original prediction method (Case 1) which agrees with full-scale results. However, using the TSSC spectra as well (Case 3), with the resulting higher standard deviations, gives a definite overestimate. Hence, it would be expected that the analogous method in the Pacific should yield results that are too high — hence on the safe side.

Fig. 28 gives **California Bear** predicted curves separated into east and westbound voyages. Both east and westbound predictions are seen to be overestimated by about the same amount. Fig. 29 gives combined east and westbound results which again show overestimation in comparison with full-scale, although of smaller magnitude. This result is not surprising in view of the overestimate obtained above for the **Wolverine State** using this same method.
Fig. 27. Long-Term Trends of Bending Moment by Alternate Techniques Compared to Full Scale, S.S. WOLVERINE STATE in North Atlantic

Fig. 28. Long-Term Trends of Bending Moment, S.S. CALIFORNIA BEAR, in Actual Weather, North Pacific

Fig. 29. Long-Term Trends of Bending Moment - Predicted and Full Scale
CONCLUSIONS

As pointed out in other reports (1)(3), a purely statistical treatment of the ship wave bending moment problem cannot yield a satisfactory general design tool. Statistics are helpful in designing similar ships to those for which stress data were collected but cannot provide direct guidance in designing different ships.

The first step toward developing a design tool is described in this report. It is shown that long-term trends of wave bending moment can be predicted from model tests and ocean wave data, using the results of full-scale statistical analysis and extrapolation as a check of predicted trends. For this step to be satisfactorily accomplished, however, it is necessary to have sufficient such full-scale verifications of predicted long-term distributions to give unqualified acceptance of the technique. Furthermore, as pointed out in this report, adequate ocean wave data are needed for all important trade routes.

Another step in design application will be the determination of a probability level to adopt for design wave bending moment. It is necessary first of all to consider the safety of the ship and its crew. The only sound basis for a strength standard in this respect is one based on probability theory. We must be sure that the total risk of structural failure is never greater than society can accept. As progress is made in developing techniques for predicting long-term trends of various loads acting on a ship's hull, along with sophisticated techniques for determining detailed distributions of stresses, the time is approaching when we should decide what risk of structural failure is acceptable to society. Here the classification societies can be of assistance by analyzing their records to determine the number of major failures occurring over the years in ships of different types and sizes and computing the corresponding probabilities that have presumably been considered acceptable (25).

The final step in the practical application of new techniques to ship design will be the rational combining of wave bending moments with other design loads, such as still water bending and dynamic springing or slamming effects at sea.

It has been pointed out elsewhere (3) that a long-term distribution curve of bending moment or stress can also be utilized as a partial definition of anticipated loads for fatigue considerations. However, this interesting possibility does not lie within the scope of this project or this report.

The following specific conclusions can be drawn from the present work:

1. A previously published procedure (3)(4) for predicting long-term distributions of bending moment for a new ship design on the basis of model test data and ocean wave spectra has been extended to cover situations in which ocean wind and wave data are less complete than in the North Atlantic, i.e., available in the form of tabulated wave heights and periods.

2. When the modified technique is applied to the S.S. Wolverine State in the North Atlantic, it is found to overestimate the long-term trend of bending moment, whereas the earlier procedure (using observed wave spectra (8)) agrees very closely with full-scale trends.
3. When the modified technique is applied to the S.S. California Bear in the North Pacific it is found to again overestimate the long-term trend of bending moment. However, it provides a good approximation that is on the safe side.

4. When east and westbound voyages of the California Bear are compared separately, the differences may be accounted for on the basis of draft differences, and trends are further overestimated, perhaps because of an inadequate sample size of full-scale data.

5. In general, it is evident that success in using the prediction discussed is dependent — at least in part — on the quality of sea data available. Hence, more complete and accurate ocean wind and wave data are clearly needed, including wave records from which spectra can be determined, particularly for other important trade routes besides the North Atlantic.

6. Meanwhile, it is believed that the application of the procedure for predicting long-term bending moment trends to two different ships in two different oceans has demonstrated a rational basis for the quantitative determination of wave bending moment requirements for possible new designs of the future. This is felt to be the ultimate combined objective of the Ship Structure Committee projects SR 153, SR 165 and SR 171.

In general it appears, therefore, that predictions of long-term trends made on the basis of model tests are satisfactory when adequate ocean wave data in spectral form are available. For design predictions to be made on a routine basis for ships of any size and hull form on any service, the following are required:

(a) Additional wave data in the form of records that can be spectrally analyzed for important trade routes, such as the North Pacific and the area around the Cape of Good Hope.

(b) Additional verification of the prediction procedure by means of further comparisons between predicted and observed long-term trends for ships of various sizes and hull forms.
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INTRODUCTION

Problems arise when comparing predictions of ship bending moments made from tests of ship model response in waves with data from full-scale observations classified according to the Beaufort scale (or wind speed). In particular, it is required to convert statistical values such as the standard deviation \( S_2 \) of the rms bending moment at a constant significant wave height, predicted from model tests, to the corresponding full-scale standard deviation \( S_1 \) of rms bending moment at constant wind speed. No direct relation exists between \( S_1 \) and \( S_2 \). Here the wave height \( H \) depends on the wind velocity \( W \), although it shows considerable scatter (i.e., large \( S_3 \)).

Basic Relationships

The inter-relationships between two- and three-dimensional groups of data can be described in a number of ways. Two of the simplest forms of distribution to treat analytically are described below. A sample calculation based on the second case will be given in some detail, both to show the proposed method for manipulating the data and also to verify the validity of the method.

Case 1

In this idealized case, the distribution of ship response in any wind velocity band is assumed to be normal with varying wind velocity. The mean of the distributions is assumed to be a linear function of wind speed, while the standard deviation is invariant. Furthermore, the number of data points within any wind speed band is assumed constant, i.e., the distribution along the mean line is uniform. Such a two-dimensional, uniform, linear normal distribution is shown in Fig. 1A for ship bending moment or stress, \( X \), vs. wind velocity, \( W \).

The two standard deviations, \( S_1 \) and \( S_1' \), are each constant, where

- \( S_1 \) is the standard deviation of \( X \) at constant \( W \), and
- \( S_1' \) is the standard deviation of \( W \) at constant \( X \).

It can be shown that, in this case, \( S_1 \) and \( S_1' \) are simply related by,
Fig. 3A. Experimental Data Showing Distribution of Bending Stress $X$ with Respect to Wind Speed $W$ for $14 \text{ ft. } < H_{1/3} < 16 \text{ ft.}$

Fig. 4A. Experimental Data, Distribution of Bending Stress $X$ Versus Significant Wave Height, $H_{1/3}$

Fig. 5A. "Target Distribution" of $X$ with Respect to $W$ for a Small $\Delta H$

Fig. 6A. Diagram Showing Distribution of $X$ with Respect to $W$ for Discrete Values of $\Delta H$
Fig. 7A. Normalized Presentation of Fig. 6A.

Squares, and $\theta_1$, changes to $\theta_1'$. It is then possible to sum up the data along a line such as A-A to obtain the contributions of the different overlapping groups of data and to determine the distribution of the total population along A-A. If X and W are independent variables (with E constant), then it can be shown that:

\[
S_1 = \frac{S_2}{\cos \theta_1'} \tag{3A}
\]

\[
S_1' = \frac{S_3}{\sin \theta_1'} \tag{4A}
\]

and \(\tan \theta_1' = (\tan \theta_1) \frac{S_3'}{S_2} \tag{5A}\)

A geometrical solution was obtained by Band. See Fig. 7A. Circles are inscribed within the squares and a tangent line drawn above and below the mean line. Then \(\frac{S_1}{S_2}\) is the vertical distance from the mean line to either tangent. See Fig. 7A.

The significance of the geometrical solution is that the unit radius of the circle in Fig. 7A represents the standard deviation for cuts through the data at any angle to the axes. Hence, for convenience, one may consider the direction normal to the mean line. Since the standard deviation about the mean line is unity for each portion of the population represented by the individual squares of Fig. 7A, then the standard deviation about the mean line is unity for the entire population. The standard deviation $S_1/S_2$ of the entire uniformly distributed population, in the direction parallel to the X/S_2 axis, is readily seen to be \(\frac{1}{\cos \theta_1'}\) in Fig. 7A. Thus $S_1 = S_2/\cos \theta_1'$, which is equation [3A].
Similarly Eq. [4A] is derived directly from Fig. 7A,

\[ \frac{1}{S_1'/S_3'} = S_1' \sin \theta_1 \]

Eq. [5] can be obtained from [3A] and [4A] as follows:

\[ \sin \theta = \frac{S_3'}{S_1'} \]

\[ \cos \theta = \frac{S_2'}{S_1'} \]

i.e. \( \tan \theta' = \frac{s_3'}{s_2'} = \frac{S_3'}{S_2} \)

One may now express \( S_1 \) in terms of \( S_2, S_3, \theta_2 \) and \( \theta_3 \) in the following manner:

\[ S_1 = S_2 \left(1 + \tan^2 \theta_1 \right)^{1/2} \]

from equation [3A]

\[ = S_2 \left(1 + \left(\frac{S_3^2}{S_2^2}\right) \tan^2 \theta_1 \right)^{1/2} \]

using equation [5A]

\[ = \left(S_2^2 + \frac{S_3^2 \tan^2 \theta_1}{\tan^2 \theta_2 \cdot \tan^2 \theta_3}\right)^{1/2} \]

using eq. [1A] and [2A]

Hence, \( S_1 = \left(S_2^2 + S_3^2 \tan^2 \theta_2 \right)^{1/2} \) [6A]

and similarly

\[ S_2 = \left(S_1^2 - S_3^2 \cdot \tan^2 \theta_1 / \tan^2 \theta_3 \right)^{1/2} \]

\[ S_3' = \left(S_1^2 \cdot S_2^2 \right)^{1/2} \left(\tan \theta_3 / \tan \theta_1 \right) \]

**Application to Model Stress Data**

In many practical examples the available data are grouped into bands of certain width \( H \), and the mean and standard deviation of all points which fall within the band are determined. Generally, the wider the bands the better the continuity of the curve joining the means of the various groups will be (i.e., the easier to fair). However, the standard deviation of data within the groups is not identical to that of a continuous curve. In reality the continuous standard deviation is reduced due to the fact that some of the scatter of data within the bands is eliminated when \( H \) tends to zero. (See Fig. 8A).
The above situation exists with the model results as plotted in Figs. 18, 19 and 20 of the main report. The means and the standard deviations are those due to the use of five discrete families of spectra, each representing a band of wave height. Fig. 8A illustrates an enlarged version of part of Figs. 18, 19 and 20 and further analysis is given below.

The mean point of the \( \Delta n \) data points that fall in the strip \( \Delta H \) is at \( (X_1, H_1) \), and the standard deviation of these points about \( X_1 \) is \( S_2 \). The value of \( S_2 \) will depend on the width of the wave height range \( \Delta H \). In order that the relationships developed in the previous paragraphs can be applied it is necessary to derive the standard deviation \( S_2 \) of the continuous line of \( X \) versus \( H \), in terms of \( \Delta H \) and \( S_2 \).

The data are grouped in increments, \( \Delta H \), about a mean data point \( (H_1, X_1) \) of \( \Delta n \) points.

The standard deviation of each group is \( S_n \), and it is assumed that \( \Delta H \) is sufficiently small for the distribution to be treated as uniform over \( \Delta H \) and for the curve of \( X \) vs significant wave height \( H \) to be considered as a straight line of gradient \( \tan \theta_2 \) in the range \( \Delta H \). These assumptions are consistent with the uniform linear normal distribution which has been considered above.

The number of data points per unit length \( q_1 = \frac{n_1}{H} = \frac{dn_1}{\Delta H} \).
where $q_i$ is assumed constant over $H$. As the second moment of data points about $X_i$ will be equal for both concepts:

$$\Delta n_i S_i^2 = \sum_{H_i + \Delta H/2}^{H_i + \Delta H} (X - X_i)^2 \, dn_i + \sum_{H_i - \Delta H/2}^{H_i} S_i^2 \, dn_i$$

$$\Delta H S_i^2 = \int_{H_i - \Delta H/2}^{H_i + \Delta H/2} q_i \tan^2 \theta_2 (H - H_i)^2 \, dn_i + q_i S_i^2 \, \Delta H$$

$$\Delta H (S_i^2 - S_2^2) = \tan^2 \theta_2 \, \frac{\Delta H^3}{12}$$

$$S_i^2 = S_2^2 - \tan^2 \theta_2 \, \frac{\Delta H^2}{12} \quad [7A]$$

Finally, substituting in the previously derived relationship for $S_i$, eq. [6A], an expression is obtained for $S_i$ in terms of the experimentally obtained parameters $\bar{S}_2$, $\theta_2$, $\Delta H$, $S_3$:

$$S_i^2 = \bar{S}_2^2 + \left( S_3^2 - \frac{\Delta H^2}{12} \right) \tan^2 \theta_2 \quad [8A]$$

This is equivalent to Equation [18] on page 27 of this report.
APPENDIX B

THE DISTRIBUTION OF SEVERAL SUPERPOSED POPULATIONS

by

Dr. Otto J. Karst*

Statement of the Problem

Consider a set of $n$ populations, each described by a density function $f_i(x)$ ($i = 1, 2, \ldots, n$) with known mean $\mu_i$ and variance $\sigma_i^2$ and having $N_i$ members, respectively, where each $N_i$ is very large. These $n$ populations are combined into one population and the elements thoroughly mixed. The problem is to find the density function $f(x)$, the mean $\mu$, and the variance $\sigma^2$ of the new population in terms of the known density functions, means, variances, and sizes of the original $n$ populations.

We shall assume that each of the constituent density functions is discrete. The results are easily extended to the continuous case.

The Density Function

Assume that each density function is defined over $X_j$ ($j = 1, 2, 3, \ldots, N_j$). Define $N = \sum_{i=1}^{n} N_i$ as the total number of elements in the combined population. Then the probability that an element chosen at random from the combined population is also a member of the $i$th constituent population is $\frac{N_i}{N}$. The probability that this element from the $i$th constituent population has a particular value of the random variable $X$, say $X_j$, is then given by $f_i(X_j)$. Hence the probability of the random variable assuming the value $X_j$ due to a draw of an element from the combined population that is also a member of the $i$th constituent population is

$$\frac{N_i}{N} f_i(X_j)$$

Hence the total probability that the random variable $X$ can assume the value $X_j$ is

$$\sum_{i=1}^{n} \frac{N_i}{N} f_i(X_j)$$

*Professor of Mathematics, Weitz Institute of Technology
since the events in the sum are mutually exclusive.

Therefore the desired density function is given by

\[ f(X) = P(X = X_j) = \sum_{i=1}^{N} \frac{N_i}{N} f_i(X) \]  

and \( f_i(X) \) is understood to be zero for any \( X > N_i \).

We shall now verify that the summation over all \( X \),

\[ \sum_{x=1}^{\infty} f(X) = 1 \]

We have

\[ \sum_{x=1}^{\infty} f(X) = \sum_{x=1}^{\infty} \sum_{i=1}^{N} \frac{N_i}{N} f_i(X) \]

\[ = \frac{1}{N} \sum_{x=1}^{\infty} \sum_{i=1}^{n} \frac{N_i}{N} f_i(X) \]

\[ = \frac{1}{N} \sum_{i=1}^{n} \frac{N_i}{N} \sum_{x=1}^{\infty} f_i(X) \]

But \( \sum_{x=1}^{\infty} f_i(X) = 1 \) since \( f_i(X) \) is a density function.

\[ \sum_{x=1}^{\infty} f(X) = \frac{1}{N} \sum_{i=1}^{n} \frac{N_i}{N} \]

\[ = \frac{1}{N} \cdot N = 1 \]

Q.E.D.

---

definition: \( \mu = E[X] \)

\[ = \sum_{x=1}^{\infty} x f(x) \]

\[ = \sum_{x=1}^{\infty} \sum_{i=1}^{n} \frac{N_i}{N} f_i(x) \]

\[ = \frac{1}{N} \sum_{i=1}^{n} \frac{N_i}{N} \sum_{x=1}^{\infty} f_i(x) \]
But \( \sum_{x=1}^{\infty} x f_i(x) = \mu_i \), the mean of the \( i \)\textsuperscript{th} constituent population.

Hence,

\[
\mu = \frac{1}{N} \sum_{i=1}^{n} N_i \mu_i \tag{28}
\]

Therefore we see that the desired mean \( \mu \) is the weighted average of the constituent means, which should come as no great surprise.

The variance of the combined population.

By definition: \( \sigma^2 = E[(X - \mu)^2] \), which by a well known procedure reduces to \( \sigma^2 = E[X^2] - \mu^2 \).

Now,

\[
E[X^2] = \sum_{x=1}^{\infty} x^2 f(x)
\]

\[
= \sum_{x=1}^{\infty} \sum_{i=1}^{n} \frac{x^2 N_i}{N} f_i(x)
= \frac{1}{N} \sum_{i=1}^{n} N_i \sum_{x=1}^{\infty} x^2 f_i(x)
= \frac{1}{N} \sum_{i=1}^{n} N_i \mu_{2i} \text{ where } \mu_{2i} = 2\text{nd moment about origin of the } i \text{th constituent population.}
\]

But \( \sigma_i^2 = \mu_{2i} - \mu_i^2 \).

Hence

\[
E[X^2] = \frac{1}{N} \sum_{i=1}^{n} \left( N_i \sigma_i^2 + N_i \mu_i^2 \right)
\]

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{n} \left( N_i \sigma_i^2 + N_i \mu_i^2 \right) - \frac{1}{N} \left[ \sum_{i=1}^{n} N_i \mu_i \right]^2 \tag{38}
\]

This formula expresses the variance of the combined population in terms of the statistical parameters \( \mu_i, \sigma_i, N_i \) of the constituent populations.
CORRELATION OF MEASURED WAVE DATA WITH WIND SPEED AND MEASURED STRESSES

by

Dan Hoffman

Introduction

The analysis at Webb Institute of full-scale stresses recorded on board the Wolverine State (and other ships) on routine commercial service has so far been limited to the method presented in a series of reports (1) (2)(3), in which 20-minute sample records of stress have been put through a probability analyzer by Teledyne Materials Research Company to obtain histograms and/or rms values of peak-to-trough stress. These rms stresses were then plotted against environmental condition in terms of Beaufort No. reported in logbooks. Although some sort of average wave height and average period were also recorded, little credit could be given to these figures because of the inexperience of the constantly changing crew in estimating such quantities visually. Thus the previous analyses were based on two parameters: the wind speed and the rms peak-to-trough value of the 20-minute records.

The installation of the Tucker wave meter on the Wolverine State was intended to alleviate partly the above restriction and to provide some additional information with regard to the environmental conditions, i.e., the significant wave height as well as wind speed. It was expected that some relation could be developed between the measured wave heights and the corresponding wind speeds. Simultaneously, a more refined data reduction could be carried out on some of the wave and stress records by means of spectral analysis, which would lead to precise relationships between stress and wave height. Also, it would make possible a comparison with the stress results obtained from the probability analyzer.

The installation of the Tucker wave meter on the Wolverine State, the reduction of data, and spectral analysis of records were all carried out by the Teledyne Materials Research Company under contract to the Ship Structure Committee (Project SR-153). Additional analysis and interpretation of data at Webb Institute reported herein was in part supported by the American Bureau of Shipping, New York.

Because of several failures of the recorder and a change in routing of the Wolverine State, the analysis of wave records obtained on board was eventually limited to one voyage in the North Atlantic. The particular voyage chosen to be analyzed (No. 277) was found to be the only North Atlantic run for which both valid wave and stress measurements were recorded. It represents a typical trans-Atlantic voyage with roughly 50 single records in both the west and eastbound directions, representing roughly 200 hours in each direction. The weather distribution of the 93 samples is given in Fig. 1C and further illustrated in Table 1C. The distribution can be considered to be approximately normal except for truncation at $B_N = 0$. A larger weather distribution based on 1713 records on
the Wolverine State taken over 20 voyages in the North Atlantic is also shown in the figure and table, indicating that the comparatively short one-voyage sample agrees quite well with the 20-voyage distribution except above Beaufort 8.

Table IC. Distribution of Weather

<table>
<thead>
<tr>
<th>N</th>
<th>West</th>
<th>East</th>
<th>Total</th>
<th>1 Voy.</th>
<th>20 Voy.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>0.074</td>
<td>0.100</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0.060</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>0.097</td>
<td>0.106</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>14</td>
<td>18</td>
<td>0.194</td>
<td>0.192</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>6</td>
<td>19</td>
<td>0.204</td>
<td>0.212</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>7</td>
<td>19</td>
<td>0.204</td>
<td>0.184</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>2</td>
<td>14</td>
<td>0.151</td>
<td>0.096</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>0.044</td>
<td>0.059</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>-</td>
<td>3</td>
<td>0.032</td>
<td>0.042</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.031</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.006</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.002</td>
</tr>
</tbody>
</table>

* N = Beaufort No.

Fig. 1C. Histogram of Weather Distribution as Recorded by S.S. WOLVERINE STATE

The stress distribution with weather (Beaufort No.) for Voyage 277 is given in Fig. 2C, along with the standard deviations. Data for two or more Beaufort Nos. are grouped together. In order to evaluate the adequacy of one voyage in representing a larger sample, the rms mean and standard deviations for 30 voyages were also plotted, as obtained in (1). The agreement of both the means and the standard deviations is exceptionally good, indicating that Voyage 277 can be treated as a sample of the Wolverine State data in the North Atlantic -- at least, up to Beaufort 9.

Analysis of Records

All of the 93 wave records obtained from the Tucker wave meter were spectral analyzed, as well as 45 stress records, 24 westbound and 21 eastbound. Results of spectral analysis of the full-scale records, both wave
and stress, were supplied by Teledyne in terms of the ordinates of the energy spectrum. For each spectrum a total of 128 such values were given, covering the frequency range of 0 to 0.5 Hz. In addition, computer graphs in the form of linear and log spectral plots were supplied, along with compressed plots of the wave and stress records themselves.

The data analyzed by Teledyne were originally stored on two reels of 1" 14-channel FM magnetic tape. The data were recorded at 0.3 ips with an FM carrier frequency of 270 Hz for both the data channel and the compensation channel. The data were band-pass filtered before digitization at 24 dB/Octave between 0.02 - 0.3 Hz. The sampling rate was one sample per second, so that the actual digitization was carried out at 100 times real time with the tape moving at 30 ips. From each record, approximately 30 minutes long, 1024 data points were selected equal to 17 minutes. For each record the spectrum was computed by Teledyne using a digital computer. Each computer printout indicates the number of data points read (usually 1024), as a check on the input parameters, the number of the first data point in the record and the number of raw spectral estimates were averaged to produce the final spectral estimate, which is a chi-squared variable with 32 degrees of freedom. (95% confidence interval is -38%, +44%). Reading in 1024 data points gives 513 raw spectral points, of which only every fourth is sufficient and printed out, resulting in 129 printed points, the first at 0 Hz and the last at 0.5 Hz. The sum of all the spectral ordinates is also given, and to convert it to an approximate integral it must be multiplied by Δf = 0.5/128, the frequency interval between the printed spectral ordinates. The result is the mean square power of the signal, and its square root, which is given on the printout, is the root mean square (rms) power -- $\sigma_w$ for wave or $\sigma_s$ for stress. The scale of the linear spectral plots for most cases was kept constant to allow direct overlaying for comparison.

**Data Reduction**

Tables IIIC and IIID illustrate the results as obtained from the spectral analysis in terms of the significant wave height and the rms stress. Also shown are results obtained from the probability analyzer for the same west and eastbound voyage. For each record the significant wave height $H_{1/3}$ was obtained as follows:
\[ H_{1/3} = 4 \sqrt{m_0} \]

where \( m_0 \) is the area under the wave spectrum curve, \( S_\zeta(\omega) \),

\( i.e., \quad \sigma^2 = \int_0^\infty S_\zeta(\omega) d\omega \)

where the upper limit of integration is taken at \( \omega = 2\pi f = 2 \times 0.5 \cdots \)

\[ = 2\pi f = 2\pi \times 0.5/128 \]

The stress was obtained from the spectral analysis as described above, and the rms of the record \( \sigma_S \) was converted to \( h_e/L \). Thus rms bending moment coefficient:

\[ h_{3/1} = \sigma_S \times 0.028 \times 1.325 \]

where 0.028 is the conversion factor from stress to bending moment coefficient as given in (1) and 1.325 is the average calibration factor for port and starboard. Assuming a narrow band spectrum, the rms of record was converted to rms, peak-to-trough, \( h_e/L \), where

\[ H_e/L = \sigma_S \times 0.028 \times 1.325 \times 2/\sqrt{2} = 0.1483 \sigma_S \]

Similarly, the \( \sqrt{E} \) peak-to-trough rms stress as obtained from the probability analyzer was reduced to a similar form:

\[ H_e/L = \sqrt{E} \times 0.028 \times 1.325 = 0.0371 \sqrt{E} \]

If the assumption of a narrow band spectrum holds, the two values should agree.

The results as tabulated in Tables IIIC and IIIIC show the actual relationship between the two separately reduced rms values along with the number of zero crossings in the record. These results are plotted and discussed in a later section.

**Wind-Wave Height Relationship**

The need for a better definition of the environmental condition in studies of ship bending stresses is well demonstrated in Fig. 3C. Three records were chosen to demonstrate the wind-wave relationship, all reported to be of Beaufort scale 5, having the same heading angle and observed wave height and period. The individual wave spectra are given along with the significant wave height calculated from the spectral area. It is evident that a considerable scatter in significant wave height exists for the same Beaufort condition, \( H_e \) and \( T_v \). The results are just as inconsistent on the basis of wind speed. Examination of the log book data indicates an increase in wind up to Record 21 and a decrease from those onward. Record 21 is therefore most likely not a fully developed sea. Record 22 represents the highest significant wave height, although a reduction in wind speed was recorded. It is probably caused by the build-up of the sea during the preceding 12 hours. Record 23 represents the effect of reduction in wind speed over a period of eight hours which causes a reduction in wave height. It is further observed that, except above \( \omega = 0.5 \),
The shapes of the spectra are uniformly different in all three cases, representing a double peak, narrow and wide samples. The number of zero crossings in the time record analyzed is shown in Fig. 3C.

The relationship between significant wave height and Beaufort No. was studied for all the cases in hand, and Fig. 4C illustrates the mean relationship and the standard deviation about it. Close to 80% of the total measurements fall within ± standard deviation. Points corresponding to W. and N.W. data are also shown for comparison.

It is evident that though the Beaufort No. or wind speed cannot serve as an absolute number in defining the conditions of the sea, it forms a rather useful statistical estimate so long as the sample is adequately wide.

Data showing the relationship between significant wave height and Beaufort No. for east and westbound voyages separately are shown in Figs. 5 and 6. Here the more scatter can be observed than in Fig. 4C.

![Fig. 3C. Comparative Plot of Three Spectra Recorded, S.S. WOLVERINE STATE in North Atlantic by Tucker Wave Method](image-url)

![Fig. 4C. Significant Wave Height Vs. Beaufort Number for East and Westbound Voyages](image-url)
Table IIC. Westbound - $H_e/L$ (Peak to Trough)

<table>
<thead>
<tr>
<th>Record</th>
<th>$\eta_e/L \times 10^{-3}$</th>
<th>$H_e/L \times 10^{-3}$</th>
<th>$W_e/L$ (P.A.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.64</td>
<td>-</td>
<td>4.14</td>
</tr>
<tr>
<td>3</td>
<td>4.34</td>
<td>-</td>
<td>3.50</td>
</tr>
<tr>
<td>4</td>
<td>5.45</td>
<td>5.69</td>
<td>6.76</td>
</tr>
<tr>
<td>5</td>
<td>5.20</td>
<td>5.69</td>
<td>6.50</td>
</tr>
<tr>
<td>6</td>
<td>4.60</td>
<td>-</td>
<td>5.59</td>
</tr>
<tr>
<td>7</td>
<td>5.35</td>
<td>-</td>
<td>5.94</td>
</tr>
<tr>
<td>8</td>
<td>4.97</td>
<td>5.52</td>
<td>6.14</td>
</tr>
<tr>
<td>9</td>
<td>5.01</td>
<td>5.47</td>
<td>5.52</td>
</tr>
<tr>
<td>10</td>
<td>4.60</td>
<td>4.84</td>
<td>5.54</td>
</tr>
<tr>
<td>11</td>
<td>4.66</td>
<td>5.14</td>
<td>5.22</td>
</tr>
<tr>
<td>12</td>
<td>8.72</td>
<td>9.88</td>
<td>8.80</td>
</tr>
<tr>
<td>13</td>
<td>8.25</td>
<td>9.10</td>
<td>7.96</td>
</tr>
<tr>
<td>14</td>
<td>8.94</td>
<td>9.05</td>
<td>7.96</td>
</tr>
<tr>
<td>15</td>
<td>8.13</td>
<td>8.83</td>
<td>7.86</td>
</tr>
<tr>
<td>16</td>
<td>6.95</td>
<td>-</td>
<td>7.18</td>
</tr>
<tr>
<td>17</td>
<td>7.09</td>
<td>7.72</td>
<td>7.76</td>
</tr>
<tr>
<td>18</td>
<td>7.90</td>
<td>-</td>
<td>8.46</td>
</tr>
<tr>
<td>19</td>
<td>8.16</td>
<td>-</td>
<td>10.34</td>
</tr>
<tr>
<td>20</td>
<td>8.50</td>
<td>-</td>
<td>10.75</td>
</tr>
<tr>
<td>21</td>
<td>8.80</td>
<td>-</td>
<td>13.08</td>
</tr>
<tr>
<td>22</td>
<td>9.17</td>
<td>-</td>
<td>12.20</td>
</tr>
<tr>
<td>23</td>
<td>9.57</td>
<td>-</td>
<td>12.04</td>
</tr>
<tr>
<td>24</td>
<td>7.86</td>
<td>9.10</td>
<td>10.04</td>
</tr>
<tr>
<td>25</td>
<td>7.61</td>
<td>8.26</td>
<td>9.92</td>
</tr>
<tr>
<td>26</td>
<td>6.86</td>
<td>7.00</td>
<td>8.20</td>
</tr>
<tr>
<td>27</td>
<td>6.98</td>
<td>-</td>
<td>8.60</td>
</tr>
<tr>
<td>28</td>
<td>8.06</td>
<td>-</td>
<td>7.94</td>
</tr>
<tr>
<td>29</td>
<td>9.14</td>
<td>-</td>
<td>9.96</td>
</tr>
<tr>
<td>30</td>
<td>10.18</td>
<td>12.40</td>
<td>12.21</td>
</tr>
<tr>
<td>31</td>
<td>10.56</td>
<td>-</td>
<td>9.62</td>
</tr>
<tr>
<td>32</td>
<td>8.42</td>
<td>-</td>
<td>8.06</td>
</tr>
<tr>
<td>33</td>
<td>8.35</td>
<td>-</td>
<td>7.86</td>
</tr>
<tr>
<td>34</td>
<td>7.57</td>
<td>-</td>
<td>7.98</td>
</tr>
<tr>
<td>35</td>
<td>6.75</td>
<td>7.66</td>
<td>7.34</td>
</tr>
<tr>
<td>36</td>
<td>7.25</td>
<td>7.63</td>
<td>8.38</td>
</tr>
</tbody>
</table>

$^a$ (P.A.) - probability analyzer
$^b$ (S.A.) - spectrum analyzer

Fig. 5C. Significant Wave Height vs. Beaufort Number for Eastbound Voyages

Fig. 6C. Significant Wave Height vs. Beaufort Number for Westbound Voyages
Table IIIC. Eastbound - $H_e/L$ (Peak to Trough) rms vs. $H_{1/3}$

<table>
<thead>
<tr>
<th>Record</th>
<th>$H_e/L \times 10^{-3}$</th>
<th>$H_e/L \times 10^{-3}$</th>
<th>$H_{1/3}$ (Ft.)</th>
<th>$H_{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>3.04</td>
<td>3.18</td>
<td>5.38</td>
<td>73</td>
</tr>
<tr>
<td>56</td>
<td>6.21</td>
<td>6.72</td>
<td>10.42</td>
<td>235</td>
</tr>
<tr>
<td>57</td>
<td>7.76</td>
<td>-</td>
<td>8.07</td>
<td>199</td>
</tr>
<tr>
<td>58</td>
<td>3.87</td>
<td>-</td>
<td>8.64</td>
<td>234</td>
</tr>
<tr>
<td>59</td>
<td>5.67</td>
<td>-</td>
<td>7.08</td>
<td>321</td>
</tr>
<tr>
<td>60</td>
<td>6.67</td>
<td>-</td>
<td>7.80</td>
<td>339</td>
</tr>
<tr>
<td>61</td>
<td>8.34</td>
<td>-</td>
<td>4.88</td>
<td>353</td>
</tr>
<tr>
<td>62</td>
<td>1.41</td>
<td>-</td>
<td>6.14</td>
<td>317</td>
</tr>
<tr>
<td>63</td>
<td>3.45</td>
<td>3.61</td>
<td>4.70</td>
<td>335</td>
</tr>
<tr>
<td>64</td>
<td>7.23</td>
<td>-</td>
<td>6.07</td>
<td>324</td>
</tr>
<tr>
<td>65</td>
<td>5.08</td>
<td>-</td>
<td>6.17</td>
<td>332</td>
</tr>
<tr>
<td>66</td>
<td>5.04</td>
<td>-</td>
<td>6.18</td>
<td>332</td>
</tr>
<tr>
<td>67</td>
<td>5.21</td>
<td>-</td>
<td>5.18</td>
<td>342</td>
</tr>
<tr>
<td>68</td>
<td>6.20</td>
<td>-</td>
<td>4.28</td>
<td>340</td>
</tr>
<tr>
<td>69</td>
<td>7.19</td>
<td>-</td>
<td>4.77</td>
<td>375</td>
</tr>
<tr>
<td>70</td>
<td>3.26</td>
<td>-</td>
<td>4.29</td>
<td>303</td>
</tr>
<tr>
<td>71</td>
<td>3.12</td>
<td>-</td>
<td>3.99</td>
<td>344</td>
</tr>
<tr>
<td>72</td>
<td>3.12</td>
<td>-</td>
<td>4.56</td>
<td>67</td>
</tr>
<tr>
<td>73</td>
<td>9.28</td>
<td>10.21</td>
<td>7.66</td>
<td>339</td>
</tr>
<tr>
<td>74</td>
<td>7.19</td>
<td>7.50</td>
<td>7.38</td>
<td>187</td>
</tr>
<tr>
<td>75</td>
<td>9.10</td>
<td>9.30</td>
<td>7.17</td>
<td>373</td>
</tr>
<tr>
<td>76</td>
<td>5.18</td>
<td>5.61</td>
<td>8.88</td>
<td>350</td>
</tr>
<tr>
<td>77</td>
<td>(23.72)</td>
<td>(23.84)</td>
<td>-</td>
<td>295</td>
</tr>
<tr>
<td>78</td>
<td>(11.82)</td>
<td>(12.68)</td>
<td>-</td>
<td>295</td>
</tr>
<tr>
<td>79</td>
<td>6.13</td>
<td>5.95</td>
<td>6.36</td>
<td>357</td>
</tr>
<tr>
<td>80</td>
<td>4.36</td>
<td>-</td>
<td>5.70</td>
<td>392</td>
</tr>
<tr>
<td>81</td>
<td>3.49</td>
<td>-</td>
<td>7.10</td>
<td>235</td>
</tr>
<tr>
<td>82</td>
<td>5.78</td>
<td>6.85</td>
<td>8.72</td>
<td>253</td>
</tr>
<tr>
<td>83</td>
<td>8.16</td>
<td>6.36</td>
<td>6.26</td>
<td>254</td>
</tr>
<tr>
<td>84</td>
<td>6.85</td>
<td>7.33</td>
<td>4.45</td>
<td>262</td>
</tr>
<tr>
<td>85</td>
<td>5.86</td>
<td>5.74</td>
<td>4.45</td>
<td>250</td>
</tr>
<tr>
<td>86</td>
<td>5.35</td>
<td>6.53</td>
<td>6.82</td>
<td>209</td>
</tr>
<tr>
<td>87</td>
<td>7.63</td>
<td>-</td>
<td>11.12</td>
<td>267</td>
</tr>
<tr>
<td>88</td>
<td>8.61</td>
<td>-</td>
<td>9.14</td>
<td>145</td>
</tr>
<tr>
<td>89</td>
<td>8.43</td>
<td>-</td>
<td>8.10</td>
<td>156</td>
</tr>
<tr>
<td>90</td>
<td>6.12</td>
<td>7.42</td>
<td>8.20</td>
<td>136</td>
</tr>
<tr>
<td>91</td>
<td>6.75</td>
<td>7.45</td>
<td>8.20</td>
<td>153</td>
</tr>
<tr>
<td>92</td>
<td>7.26</td>
<td>-</td>
<td>11.24</td>
<td>136</td>
</tr>
<tr>
<td>93</td>
<td>11.02</td>
<td>-</td>
<td>7.49</td>
<td>136</td>
</tr>
<tr>
<td>94</td>
<td>8.05</td>
<td>-</td>
<td>8.76</td>
<td>139</td>
</tr>
<tr>
<td>95</td>
<td>6.30</td>
<td>5.66</td>
<td>5.66</td>
<td>120</td>
</tr>
<tr>
<td>96</td>
<td>4.67</td>
<td>5.40</td>
<td>4.94</td>
<td>129</td>
</tr>
<tr>
<td>97</td>
<td>6.53</td>
<td>6.06</td>
<td>5.92</td>
<td>117</td>
</tr>
<tr>
<td>98</td>
<td>2.72</td>
<td>3.78</td>
<td>3.10</td>
<td>120</td>
</tr>
</tbody>
</table>

**Comparison Obtained from Probability Analyzer and Spectral Analysis**

The rms stresses, as obtained from a peak-to-trough analysis of the stress records using the probability analyzer, have so far been the only reduced form of stress data available for analysis. Previous reports (1) (2) (3) were based entirely on these rms stresses, and all conclusions derived were on that basis. The spectral analysis, now performed on 42 records, 23 west and 19 eastbound, provide valuable alternative rms data for comparison. Fig. 7C illustrates the relationship between the two sets of stress values, where the 45° line represents the ideal case of equal stress by the two methods. Considerable scatter of data is evident, particularly in the eastbound results. Some of the scatter may simply represent computational error, but the mean line (dashed) through the points shows a significant trend, the spectral values being somewhat higher. Such a tendency can be explained theoretically on the ground that the peak-to-trough stress data do not exactly fit a Rayleigh distribution.

It should be noted that the rms of peak-to-trough stresses was obtained from the spectral analysis by assuming the spectrum was of narrowband type and the response of the system represents a Gaussian stochastic process. Thus a $\sqrt{2}$ factor was applied to the rms of the record. If a deviation from the above idealized assumption occurs in reality, the factor to be applied is less than $\sqrt{2}$. It is therefore possible that the
reason for the average 10- to 15% overestimate from the spectral analysis is due to the fact that the multiplier cannot be bigger than \sqrt{2} and can assume the latter value only under idealized condition. Any deviation from the above will result in a smaller value than \sqrt{2}, which on the average for the above tested sample would be \sqrt{2} \times 0.875 = 1.24. Examination of the spectra plots shows in some cases that they are broad, and/or double peaked, which indicates a departure from the narrow band assumption.

Another possible reason for the higher results by spectral analysis may be that the probability analyzer may underestimate the rms peak-to-trough stress because of a slight error in the mean line definition.

Another comparison of the two sets of rms stress data is given in Fig. 8C, where average results are plotted against significant wave height. Results by spectral analysis are shown to be higher over the range of wave heights.

**Stress-Wave Height Relationship**

A detailed study of the trend of stress as a function of the recorded wave height was made possible for the 42 selected records. Three different sets of stress data were adjusted to a common basis of rms $h_{e}/L$ bending moment coefficient and plotted in Figs. 8C and 9C in relation to significant wave height:

a) Stress from the spectral analysis.
b) Stress from the probability analyzer peak-to-trough analysis.
c) Stress predicted from model tests in regular waves.

Fig. 9C illustrates the comparison between the rms $h_{e}/L$, as obtained from

a) the spectral analysis and from c) model test predictions, in relation to significant wave height. In both cases the standard deviation is also plotted. It may be observed that practically all full-scale observations fall within the limits of the ± standard deviation about the mean obtained from model tests. The relationship between the two mean lines is good particularly in the range of 2 - 10 ft. significant wave height. Above this wave height the lack of full-scale measurements is evident, and the reliability of the full-scale mean line is doubtful.

The good agreement in the range 2 - 10 ft. significant wave height is incidentally an indication of satisfactory accuracy in the Tucker wave meter.

It is also evident again that the results from the eastbound voyage seem to cause most of the scatter. While the model results are based on the assumption of equal probability of each heading, the actual results are biased to certain headings due to the navigational characteristics of a typical North Atlantic crossing. Logbook data for the 42 records show that the headings during eastbound crossing showed wide variations, while headings were consistently quartering seas westbound. This appears to be the reason for greater scatter of $h_{e}/L$ in the eastbound voyage.

Fig. 10C illustrates a similar relationship between $h_{e}/L$ values obtained from (b) the probability analyzer and from (c) model test predictions. The model results are reproduced from Fig. 18 of the text. Both
mean lines and their standard deviations are plotted, as well as the individual data points. The general agreement between model and full-scale is not as good as in the previous illustration (Fig. 9C). However, only 13 out of 93 data points (14%) fall outside the ± standard deviation as obtained from model predictions.

It should be noted that Fig. 9C is more consistent than Fig. 10C for comparison purposes, since both model predictions and full-scale analysis yield spectra and the same factor is applied to both to convert to rms h/L. But in Fig. 10C the full-scale rms values were determined directly by probability analyzer, as explained previously.
Conclusions

The sample voyage of the Wolverine State for which Tucker wave records, as well as stress records, were available for spectral analysis was found to have weather and stress data representative of North Atlantic weather.

Sample wave spectra obtained under the same conditions (Beaufort No.) show wide variations in shape.

The trend of significant wave height against Beaufort No. obtained from spectral analysis of Tucker meter data is in reasonable agreement with Roll as modified by NPL correction factor (9).

The bending moment coefficients obtained by spectral analysis are consistently higher than those obtained by the Sierra probability analyzer. This result may be explained in part by inaccuracy in the probability analyzer. This result may be explained in part by inaccuracy in the probability analyzer and in part by departure of peak-to-trough stresses from a Rayleigh distribution.

Comparison of bending moment coefficients predicted from model tests with the above full-scale alternatives shows better agreement with results obtained by spectrum analysis.
**APPENDIX D**

**COMPUTER PROGRAM**

by

D. Hoffman

**Description**

Program WTS-110 calculates the probability of exceeding a certain stress given the mean and standard deviation of the stresses occurring in each of several weather groups and the probabilities of occurrence of those weather groups.

**Theory**

The peak-to-trough stresses due to a certain weather condition are assumed to follow a Rayleigh distribution with the RMS values normally distributed within each weather group.

The program finds the probabilities for a series of stresses according to the mean and standard deviation given. Using these stresses as RMS values, it then sums the probability of exceeding a stress level. This is repeated for incremented stress levels to obtain the general probabilities associated with a series of stress levels in one weather group. For each weather group a weighted addition is made to get the total probability of exceeding each stress.

Usage of the program requires care since the trapezoidal integration can produce large errors under certain conditions.

If the mean value is very low the range of integration will be too low since the integration starts at -1.

**Flow Chart for Program WTS110 - Stress Probability for Weather Groups**

![Flow Chart Image]
Program Listing

DESCRIPTION OF INPUT FILE CONTENTS

<table>
<thead>
<tr>
<th>Line</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>K</td>
</tr>
<tr>
<td>20</td>
<td>INC, M, W, N, NU, PINT, CAL</td>
</tr>
<tr>
<td>30</td>
<td>HEAD</td>
</tr>
<tr>
<td>40</td>
<td>MEAN, DEV, PW, PB</td>
</tr>
<tr>
<td>etc.</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>NEXT HEADING</td>
</tr>
</tbody>
</table>

Data is repeated from Line 30 for each data set.

Definitions

K - OUTPUT SWITCH - #1 for Complete Output, =1 for Total Probabilities only.

INC - No. of Intervals for normal Dist. (Max. 40)

M - No. of Stresses (Max. 20)

NU - No. of Data Sets

PINT - Interval between Stresses

CAL - Calibration constant

HEAD - Heading for Data Set (Max. 50 CHAR.)

MEAN - Mean Stress (0)

DEV - Deviation (0)

PW - Observed Probability for Weather Group

PB - Theoretical Probability for Weather Group

Total No. of lines equal to (No. of weather groups per data set - one) times No. of data sets) Plus 3.

OR

Total = NO(NU + 1) + 3

SAMPLE INPUT FILE

```
150.0 09:36 W9SE JUL 16 72 MJD
1 5
1 5
0.125 1.4109 3622
5 CAL = JAVIA JAVIA JAVIA...
5 CAL = AGARUK
4 3.3222 4.1764 5.1554
3 1.520 0.4151 2.0643
1 0.125 0.14109 3.1755
7 0.3459 3.218 3.7666
```
### Sample Output

- **Weather Group**
  - **Probability of Exceeding Stress in Weather Group**
  - **(First Weather Group)**
    - Level, EPSI
    - 0.716 ± 0.62

- **(Second Weather Group)**
  - Level, EPSI
  - 0.433 ± 0.62

### Data

<table>
<thead>
<tr>
<th>EPSI</th>
<th>0.433</th>
<th>0.466 ± 0.08</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00</td>
<td>0.490 ± 0.08</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>0.216 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>0.812 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>6.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>7.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>8.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>9.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>10.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>11.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>12.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>13.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>14.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>15.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>16.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>17.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>18.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>19.00</td>
<td>0.916 ± 0.15</td>
<td></td>
</tr>
</tbody>
</table>

### Additional Notes

- The above output is displayed only if #1. Below output always displayed.

### Further Details

- **Weather Group**
  - **Probability of Exceeding Stress in Weather Group**
    - Level, EPSI
    - 0.716 ± 0.62

- **Data**
  - EPSI: 0.433 ± 0.62
  - 2.00: 0.490 ± 0.08
  - 3.00: 0.216 ± 0.15
  - 4.00: 0.812 ± 0.15
  - 5.00: 0.916 ± 0.15
  - 6.00: 0.916 ± 0.15
  - 7.00: 0.916 ± 0.15
  - 8.00: 0.916 ± 0.15
  - 9.00: 0.916 ± 0.15
  - 10.00: 0.916 ± 0.15
  - 11.00: 0.916 ± 0.15
  - 12.00: 0.916 ± 0.15
  - 13.00: 0.916 ± 0.15
  - 14.00: 0.916 ± 0.15
  - 15.00: 0.916 ± 0.15
  - 16.00: 0.916 ± 0.15
  - 17.00: 0.916 ± 0.15
  - 18.00: 0.916 ± 0.15
  - 19.00: 0.916 ± 0.15

### Additional Notes

- The above output is displayed only if #1. Below output always displayed.

### Further Details

- **Weather Group**
  - **Probability of Exceeding Stress in Weather Group**
    - Level, EPSI
    - 0.716 ± 0.62

- **Data**
  - EPSI: 0.433 ± 0.62
  - 2.00: 0.490 ± 0.08
  - 3.00: 0.216 ± 0.15
  - 4.00: 0.812 ± 0.15
  - 5.00: 0.916 ± 0.15
  - 6.00: 0.916 ± 0.15
  - 7.00: 0.916 ± 0.15
  - 8.00: 0.916 ± 0.15
  - 9.00: 0.916 ± 0.15
  - 10.00: 0.916 ± 0.15
  - 11.00: 0.916 ± 0.15
  - 12.00: 0.916 ± 0.15
  - 13.00: 0.916 ± 0.15
  - 14.00: 0.916 ± 0.15
  - 15.00: 0.916 ± 0.15
  - 16.00: 0.916 ± 0.15
  - 17.00: 0.916 ± 0.15
  - 18.00: 0.916 ± 0.15
  - 19.00: 0.916 ± 0.15
Comparison is made between model and full-scale predictions of long-term wave-induced bending moment trends for two ships, the S.S. WOLVERINE STATE and the S.S. CALIFORNIA BEAR.

For predicting such statistical trends of wave bending moment from model tests two basic types of required data are discussed:

a. Wave data from different levels of sea severity, along with relationships between wave heights and wind speeds.

b. Model response amplitude operators as a function of ship loading condition, speed and heading.

Available wave data in different ocean areas are first reviewed. The determination of the wave bending moment responses, and the expansion to full-scale are then shown and discussed.

Comparison of predicted long-term trends with extrapolated full-scale results shows good agreement for the WOLVERINE STATE in the North Atlantic and fair results for the CALIFORNIA BEAR in the North Pacific. The inferiority of the latter is probably due to less refined definition of the sea in this ocean area.

It is concluded that success in using the prediction method presented is a function of the quality of sea data available for the particular service in question.
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